——————Metodologicka rubrika

O jednom p¥Fistupu k analyze prvotni
sociologické informace

1. Prace rozviji novy piistup k matema-
tické analyze a zpracovani prvotni socio-
logické informace. Tento pristup se vy-
znaCuje témito zvlastnostmi:

— je aplikovatelny na zpracovani kvalita-
tivnich dat;

— je zaloZen na prisné axiomatickém pii-
stupu;

— umoziiuje fes$it Sirokou $kalu uloh pro
zpracovani sociologickych dat standard-
nimi metodami;

— umoznuje rucni vypoéty.

Nékteré z popsanych metod byly jiz
aplikovidny v praxi s dobrymi vysledky.

2. Provérované sociologické udaje je mozné
znazornit timto zpusobem:

Méjme koneénou mmnozinu objekta N =
{et, ey,...,e,}, pritemz kazdy objekt exeMt
je charakterizovan hodnotami znaka (pro-
ménnych) Py, Py, ..., P,. Znaky mohou byt
napt. vyska, pohlavi, profese, spokojenost
s vykonavanou praci atd.

Piedpoklddame, Ze kazdy znak P; mizZe
nabyvat m; hodnot:

pi.ph .. ,pt (=1, ..., n).

Kazdy objekt ek je tedy charakterizovén
usporadanym souborem p (ex) = (p1 (ex),
.« Pn (exg)), kde pj(eg) jsou hodnoty znaku
P, (i = 1, 2, ..., n), odpovidajici objektu
eK-

Kazdy znak P; generuje rozklad mnoZiny
Mna m; tfid, z nichz do jedné patii ob-
jekty ek, pro néZ p; (ex) = p;! atd.; po-
sledni tfida je sloZena z takovych objektti
ex, pro néz p; (ex) = pi'. Rozklad to-
hoto typu budeme oznaéovat P;.

Je uzite¢né rozlisovat tyto typy znaku:

P nazveme kvantitativnim znakem, jsou-
li jeho hodnotami p!, p? ..., p™ ¢isla. Ta-
kovymi znaky jsou napf. vyska, mzda,
apod. P nazveme poradovym znakem, jest-
lize jeho hodnoty p!, ..., p™ nejsou ¢isla,
ale charakterizuji nam rozdilny stupet
projevu tohoto znaku, takZe mezi nimi
existuje prirozené usporadani dané stup-
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ném projevu znaku. Poiadovymi znaky
jsou napi. kvalifikace (od ,nizké“ do ,,vy-
soké®), spokojenost s vykonavanou praci
(od ,,velmi spokojen“ do ,,velmi nespoko-
jen®). P je klasifikadnim znakem, jestliZe
jeho hodnoty nejsou ¢isly a nejsou vazany
piirozenym usporaddanim. Do klasifikaénich
znakll je mozné zahrnout pohlavi, profesi,

vrvse

pri¢iny opusténi daného mésta atd.

Existujici metody zpracovani udaji
sociologického zkouméni jsou v podstaté
spjaty s problematikou zpracovani kvanti-
tativnich znakl. Poradové znaky se pii
zpracovani obvykle prevadéji na kvanti-
tativni (ne vZdy evidentné) bodovym ohod-
nocenim a pak se aplikuji statistické me-
tody.

Statistické zpracovani takovych obodo-
vanych znakl (napi. vypodet stiedni hod-
noty, disperze apod.) vzbuzuje silné na-
mitky, protoZe obecné frefeno prifazené
body charakterizuji pouze uspofadani hod-
not znaku a aplikace aritmetickych operaci
na né vyZaduje zduvodnéni pro kazdy
konkrétni ptipad. Studium otdzek spjatych
s takovym zdUvodnénim si vyZadalo pre-
zkoumat a vyrazné prohloubit koncepci
méteni. Vysledky ziskané v r. 1963 byly
shrnuty ve sborniku [2], ze kterého je
dobfe zfejmé, Ze rozpracovani takového
zdlvodnéni je zatim v poédteénim stadiu.

Jesté nejasnéjsi jsou otazky souvisejici
se zpracovanim klasifikaénich znakt.
Neékdy se hodnoty klasilikaéniho znaku
piedbéZné usporddaji (s prifazenim bodi)
v souvislosti s nékterou obsahovou hypo-
tézou nebo minénim experti. V nékterych
piipadech se pouZiji statistické ukazatele,
které maji smysl i pro klasifikaéni znaky
(napt. modus nebo entropie rozdéleni).
Jindy zavadime specialni ukazatele zdu-
vodnéné heuristicky. Nap#. nejvice upotfe-
bitelnymi ukazateli zavislosti klasifikaénich
znakl jsou koeficienty kontigence Pearso-
na a Cuprova [1], které v podstaté ohod-
nocuji statisticky vyznam odlisnosti empi-
rického rozdéleni od rovnomérného teore-
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tického rozdéleni. Takovych heuristickych
ukazatelll je moZné zavadét mnoho, oviem
kterému dat prednost — to jasné neni.

Existujici metody zpracovani udaja jsou
z téchto divodu v podstaté zaméfeny na
kvantitativni znaky. Badatele to nuti vy-
uzit pro komplexni zpracovani udaju pre-
deviim kvantitativni nebo pofadové, ,,bo-
dové“ znaky.

A zatim klasifikaéni znaky hraji vy-
znamnou ulohu pri charakterizovani socio-
logickych objekti. Proto tedy je rozpra-
covani specidlniho aparatu pro hodnoceni
klasifikacnich znaka pritazlivé. Aparat ta-
kového typu by mél z jednoticiho hlediska
resit §iroky okruh 1uloh.

Poznamenejme, Ze pifi zpracoviani dat
je v terminologii klasifikaénich znakt
v fradé pfipada potiebné ke sjednoceni
vysledktt vyuzit kvantitativni a potradové
znaky jako klasifikaéni (analogicky je to-
mu tak, kdyZz pifevddime znaky jinych

“typlt na kvantitativni). Pfitom ztracime
¢ast informace. Zpravidla je vSak podet
hodnot znakdl sociologickych objektll ne-
srovnatelné mensi nez thrn N sledovanych
objekty, a proto zakladni informace o zna-
cich je obsazena v jim odpovidajicich
rozkladech a ztrata informace je mala.
Soucasné existujici metody zpracovani dat,
které prevadéji znaky na ¢éisla, nesou s se-
bou dodatefnou informaci o kvantitativ-
nich znacich, jejiZ spolehlivost je vétS§inou
velmi malo opodstatnéna.

Mozny zplsob vytvoreni aparatu pro
zpracovani klasifikaénich znaku, ktery
dava jednotné metody feSeni s§irokého
okruhu tloh, budeme uvadét v dal$im.

3. Informace o Kklasifikatnim znaku P,
ziskana zkoumanim mnoziny N, je ucho-
vana rozkladem P, na tfidy objektll od-
povidajicich jedném a tymZz hodnotam
znakt. Proto se problém studia znaka
prevadi na studium odpovidajicich roz-
kladu.

Za zakladni nastroj zpracovani klasifi-
ka¢nich znakl budeme povaZovat kvanti-
tativni miru tésnosti rozkladii dané mno-
ziny M. Miru tésnosti rozkladi P, Q ozna~
¢ime d (P, Q) a poZadujeme, aby spliio-
vala jisté podminky.

Jednou z téchto podminek je pozadavek,
aby d (P, Q) méla zakladni vlastnosti
geometrické délky. Pozadavek tohoto typu
je zdivodnén potfebami dal$i price s ve-
licinou d (P, Q) vzhledem k tomu, Ze
pouziti matematického aparatu je nejefek-
tivnéjsi a ptfirozené pro miry majici vlast-
nosti geometrické délky. Je mozné nami-
tat, ze takova podminka nesouvisi s vniti-
nimi vlastnostmi znakd nebo objektdl, a
je dokonce mozné, Ze v jistych ptipadech
je s nimi nekonzistentni. A priori vsak
neni mozné takovou nekonzistenci objevit
a jejl eventualni projev, zvlasté p#i prak-
tické aplikaci ,,geometrickych“ mér, je
sam o sobé dilezitym vysledkem. Pred-
nosti pohodlného zpracovani jsou wvsak
zatim rozhodujici. Uvedeme presnou for-
mulaci prvé podminky.

Axiém 1. Mira d (P, Q) ma tyto vlast-
nosti geometrické délky:

a)d (P, Q 2 Oad (P, Q = O tehdy
a jenom tehdy, jestlize P = Q (tzn. tfidy
P jsou identické s tfidami Q);

¢) pro libovolné rozklady P, Q, R
d (P, Q =d (P, R) + d (R, Q), pricemz
piesné rovnosti je dosazeno tehdy, jestlize
rozklad R lezi mezi rozklady P, Q.1 [3]

Nasledujici axiom je diktovan nutnosti
zajistit rovnopravnost viech objekti eyeMt
vzhledem k mife d (P, Q), a to bez ohledu
na jejich vnitini specifiku.

Axidm 2. Ziskame-li rozklad P z roz-
kladu P permutaci nékterych objekta a
rozklad @ z Q toutéZ permutaci, pak
d (PP Q) = d (P, Q). Nyni potfebujeme,
aby pii diléi totoZnosti rozkladd P, Q bylo
mozné pro vypocet vzdalenosti P, Q pouZit
téch trid, které nejsou totozné.

Axiém 3. Jsou-li rozklady P, Q vsude
totozné s vyjimkou mnoziny E €9, ktera je
jejich segmentem,? pak d (P, Q) poditame
tak, Ze bereme v uvahu pouze rozklad na
mnozné E,

Axidm 4. Maximalni vzdalenost mezi

NN-1)

rozklady mnoziny R je rovna —3

1 To znamend, %e pro libovolné dva objekty
€y ©) € Qﬁ:
a) patti-ii do jedné tridy v rozkladu P a v roz-
kladu Q, pak patfl do jedné ttidy rozkladu R;
b) nalézaji-li se v ruznych tfidach jak v roz-
kladu P, tak | v rozkladu Q, pak se nalézaj{
v ruznych tfiddch rozkladu R [3).

[ & &)

2 Segmentem rozkladu nazyvdme mnoZinu, ktera
je sjednocenim jistych jeho tHd.

? Bylo by moZné brat libovolné jiné é&fslo; pouZité
¢islo vede k vyhodnému tvaru vzorce pro d (P, Q).



Plati nasledujici vysledek [3]:

Mira d (P, Q) tésnosti rozkladu spliiujici
axiomy 1—4 existuje a je jednozna¢né de-
finovéna. ,

MulZeme se presvédéit, Ze axiémy 1—4
jsou splnény pro nésledujici miru

1 N
dP.Q = 3: Ql ™

1, jestliZe ey, ec jsou v jedné téidé P;

IPkl -
1

kde px = 0, jestliZe eg, ey jsou v riznych

tfidach P
4y je definovano analogicky pro Q.

Pokladame-li tedy axiéomy 1—4 za pfi-
rozené, pak d (P, Q) vypoditaime ze vzorce
(*): v dusledku platnosti véty zadna jina
mira nespliiuje vSechny axiémy 1—4 sou-
Casné.

Mame-li kombinované seskupovani podle
znaki P, Q, takZe N;. oznatuje pocet
osob odpovidajicich i—té hodnoté znaku
P, N ; pocet osob odpovidajicich j—té
hodnoté znaku Q a Nj; podet osob odpo-
vidajicich i—té hodnoté znaku P a j—té
hodnoté znaku @ soucdasné, pak miru
d (P, Q) miuZzeme pocitat z nasledujiciho
vzorce ekvivalentniho vzorci (*):

d(P,Q)=—;(§ N? + JZN2, - 2§Ni2j)(“)

kde soucet jde pres vsechny hodnoty i, j,
znaku P, Q.

;Uiiti vzorce (**) umoZiiuje ruéni vy-
pocet veli¢iny d (P, Q) pro mnoziny slo-
Zené z tisice objektt.

4. Nyni vySetime v terminologii miry
d (P, Q) nékteré ulohy a metody jejich fe-
Seni, se kterymi se setkdvame pii zpraco-
véani udaja sociologického vyzkumu.

10 Klasifikace
Pod terminem klasifikace (taxonomie)
rozumime obvykle rozklad zkoumaného
souboru na skupiny objekta ,,podobnych
si* vzhledem k vybranému systému znaku.
V nasi terminologii klasifikaci rozumime
rozklad mnoziny M na t¥idy objektt egxeM
,»blizkych si* vzhledem k systému znakil
P, ..., P

Jestlize systém S%tévé z jednoho znaku
Py, pak je klasifikaci prislusny rozklad Py,
jestlize existuji dva znaky Py a Py, je kla-
sifikaci rozklad, ktery je v uréitém smyslu
pramérem rozklada P; a P,

Pro vétsi piesnost vezmeme rozklad Il
leZici mezi (ve smyslu pozndmky 1) roz-
klady P; a P,, takovy, aby absolutni hod-
nota diference mezi d (II, Py) a d (II, Py)
byla miniméalni. Nulové hodnoty nemuze
nabyvat, protoze prostor rozkladu je dis-
krétni.

Jestliie tento postup zobecnime pak
dovském prostoru muZeme Fici, Ze tézi-
§tém je rozklad IT leZici mezi P a Q;
je-li pfitazena rozkladu P vdha p a roz-

dp,Ily p

kladu Q véha q, je pak -
dJePp dIL,Q " q

minimélm’

Pi, Py, P33, je potom moZné uréit jako té-
zi§té rozkladu Py s vahou 1 a rozkladu Il
s vahou 2, kde Il je tézistém rozkladu
Pz a P3 (s totoénfrmi vahami) Podobné
z n rozklada.

V obecném pfipadé n znaku Py, P, ...,
P, to umoziiuje pro klasi’ikaci pouzit té-
Zi§té mnozZiny rozklada Py, Py, ..., P,.

Poznamenejme, Ze hledani tézisté je
v dtsledku platnosti vzerce (**) prevedeno
na jistou manipulaci s kombinaénimi sku-
pinami znaktt Py, ..., P,. Na rozdil od
dnes existujicich zptsobt [4] nevyzZaduje
dana metoda odhad tésnosti mezi zkouma-
nymi objekty ex eM V soulasnych meto-
diach je naopak zjisténi vzdalenosti mezi
egeNt zakladni obtiZzi vzhledem k tomu, Ze
je pro né nezbytna soumeéritelnost rtiznych
znakau.

20 Hodnoceni zdvislosti znaks

Obsaznéjsi uvahy ukazuji, Ze blizké znaky
jsou charakterizovany blizkymi rozklady.
Vezméme proto miru tésnosti znakul
s (P, Q) umérnou mire tésnosti odpovi-
dajicich rozkladu d (P, Q). Pro vétsi snad-
nost vybereme koeficient umérnosti tak,
aby maximalni vzdalenost mezi znaky by-
la rovna 1. Pak v souhlase se vzorcem (*):

3P.Q) = f;;g&g
N(N 1) i, Z |pl.l qlJl

Skute¢nost ¢ P, Q) = (O znamena, Ze
znaky P, Q se vzdjemmé dubluji;

§ (P, Q) = 1 znamena, Ze znaky P, Q jsou
nezavislé.
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Poznamenejme, Ze é (P, Q) je v podstaté
statisticky odhad pravdépodobnosti
s* (P, Q) toho, Ze v zékladnim souboru
se libovolné 2 objekty nalézaji v jedné
tfidé jednoho z rozkladl P, Q a v ruznych
tfidach jiného rozkladu.

Analogicky k vysledkim stati [5] mu-
zeme dokdazat, Ze diference VN !45 —a*|
konverguje k normalnimu rozdéleni s nu-
lovou matematickou nadéji a konetnou
disperzi (A. V. Bekker).

3% Hodnoceni vjznamnosti znaki

Méjme na mnozind N dan jisty rozklad R.
Je pochopitelné, Ze vyznam znaku P pro
rozklad R se projevi tim vice, ¢im blize
si budou rozklady P, R. Z toho plyne, Ze
vyznamnost znaku P vzhledem k rozkladu
R je nepfimo umérna vzdalenosti d (P, R).

Absolutni vyznamnost znaku P je jeho
vyznamnost vztazena ke klasifikaci popsa-
né v 1% Jak je zvykem, chapeme zde vy-
znamnost znaku ve smyslu jeho informa-
tivnosti. V konkrétnich vyzkumech se vsak
casto takova vyznamnost traktuje ve smys-
lu ,sily vlivu“ znaku P na faktor vytva-
tejici rozklad R. Ze takovy pfistup neni
neopodstatnény, potvrzuje se v konkrét-
nich situacich tim, Ze neodporuje utvore-
nym predstavam.

40 Faktorovd analjza

Studujme tulohu méfeni relativné nezavis-
lych faktorG v daném systému zavislych
znakll. Uloha tohoto typu se pro kvanti-
tativni znaky resi obvykle metodami fak-
torové analyzy: k danym znakim P; vy-
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tvafime linedrni kombinace R; (faktory),
mezi nimiz je korelace nulova [6].

V pripadé klasifikaénich znakl budeme
postupovat nasledovné: Sestavime matici
é (P, P;) vzdalenosti mezi znaky a roz-
délime znaky P; na skupiny (je moZné
i s neprazdnym prunikem), uvnitt kterych
jsou si znaky maximalné blizké, a na dalsi,
kde jsou si maximalné vzdaleny. To je
mozné provést napf. znamymi melodami
taxonomie [4]. Ziskané skupiny jsou hle-
danymi faktory. Jsou sice pouze relativné
nezavislé, ale ve faktorové analyze plati:
rovna-li se korelace nule, jde pouze o nut-
nou, a nikoliv postacujici podminku ne-
zavislosti. Rozklady odpovidajici piisius-
nym faktorim ziskdme jako tézisté mno-
ziny znakt vytvarejicich faktory. Zname-li
tyto rozklady, muZzeme ohodnotit vyznam-
nost znakt ve faktorech (to zn. ,fakto-
rové zatizen{* znakil) v souhlase s 30.
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