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Kauzdlnemu modelovaniu se venuje najmd v poslednych rokoch sirokd a systema-
tickd pozornost tak v sociologickej metodoldgii, ako aj priamo vo vyskumnickej
praxi. Je to tak i na pode marxisticko-leninskej sociolégie, kde obzvladt sovietski
autori analyzuju a rozvijaju tuto problematiku z viacerych hladisk [Andrejenkov
1979; Blalock — Aganbegjan — Borodkin— Boudon—Capecchi 1977; Bestuzev-Lada
—Varygin—Malachov 1978; Osipov—Andrejenkov 1974; Osipov— Andrejev 1977].
U nds vBak kauzilne modelovanie tohto druhu doposial nezapustilo hlbgie korene.

Cielom tejto Sitdie je aspon Ciastoéne prispiet k minimalizdcii existujiceho dlhu
na jednom — i ked parcidlnom, no pre dana problematiku velmi vyznamnom — tse-
ku. Je nim problém identifikdcie, ktory vvori jednu zo zdkladnych mavematickych
otdzok kauzdlneho modelovania. V &udii zhffiame prediskutované a vieobecne pri-
jaté principy rieSeria tohto matematického problému tak, aby vystipili ¢o mozno
najinstruktivnejsie pre potreby vyskumnickej praxe. V tomto zmysle volime i meri-
torny priklad, ktorym mozno ilustrovat niektoré momenty analyzovaného problému.

1. Kauzalne modelovanie'l)

Kauzdlne modelovanie (alebo jeho synonymum — kauzilna analyza) je osobitnym
vyskumnym postupom, ktorého cielom je odkryvanie kauzdlnych vzfahov v zlozZi-
tych systémoch premennych veli¢in s vvuZitim empirickych (8tatistickych) ddajov.
Vzniklo v suvislosti s analyzou moZnosti zistovania a potvrdzovania kauzalnych
suvislosti zo ziskanyeh Statvistickych ddajov, na zdklade problematiky zdanlivych
korelacii a rozvinutim met6éd korelacnej a regresnej analyzy. Zmyslom kauzélneho
modelu je odkryt a verifikovat Struktiru kauzalnych vzfahov v presne vymedzenom
systéme premennych veli¢in a kvantitativne hodnotit silu zistenych kauzdlnych
stvislosti.

Kauzdlne modelovanie nie je teda totozné s akymkolvek odkryvanim kauzdlnych
vztahov, je iba jeho osobitnym pripadom. Preto by bolo moZné hovorit aj o kauzidlnej
anal¥ze v uz§om zmysle. Kauzdlne vztahy totiz mozno odkryvat aj na zédklade iny¥ch
pristupov a metéd. Kauzdlne modelovanie vsak nie je univerzdlnou metédou aj
z iného ddévodu. Kauzdlnymi modelmi sa spravidla zobrazuji systémy socidlnych
premennych veli¢in (abstraktné celky). Kauzialne modelovanie neumoziuje odhalit
imanentny zdakon (alebo systém imanentnych zdkonov) konkrétneho celku, dialek-
tickej totality (napr. socidlneho systému). Odhalit takyto zdkon konkrétneho celku,
t. j. formu jeho samopohybu, umoznuje iba dialektickd analyza a jej produkt —
vyvinova tedria. Vysledkom kauzdlneho modelovania méZzu byt nanajvys idealizaéné
teérie [Cernik 1977; Cernik — Farkasovd— Vicenik 1980].

(1) Pre pochopenie analyzovaného problému uvadzame niekolko nevyhnutnych zdkladnych
informécii o kauzalnej analyze a jej hlavnych principoch. Nemoino ich povazovat za vyéerps-
vajtce. SirSie sme sa niektorymi z nich uz zaoberali v §tudii [Schenk 1979] a komplexnejsie
spracovanie problematiky kauzilneho modelovania obsshuje 8tidia Metodologické problémy
modelovania v soctologickom bddani, ktord na vydanie v r. 1981 pripravuje Nakladatelstvo
Pravda.
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Kauzélne modelovanie daného typu sa zacalo rozvijat najmi v n
sociolégii (H. A. Simon, H. M. Blalock, R. Boudon, O. D. Duncan). V mnohom
nadvizuje na Wrightove price z genetiky a na ekonometrické modelovanie. V ne.
marxistickej sociolégii vychddza z filozoficky neprijateIného riesenia koncepeis
kauzality @ a opiera sa predovSetkym o pristup ex post factum.V metodolégii marxis.
ticko-leninskej sociologie mozno a treba tento postup stavat a zakotvif zdovodne.
nejsie. V tomto zmysle treba prisne respektovat koncepciu kauzality, ako ju rozvijs
dialektickomaterialistickd filozofia a ako sa koncentrovane vyjadruje v principe
piicinnosti [Naletov 1975 : 14—20]. Navyse aj pristup k odkryvaniu kauzilnych
suvislosti, ktory mozno pracovne nazvat formuliciou a verifikdciou kauzalnej hypo.
tézy [Schenk 1979 : 359—360].

Pri odkryvani a zobrazovani kauzdlnych suvislosti v systémoch socidlnych sku.
to¢nosti sa v rdmei kauzdlneho modelovania vyuZivaju rézne typy matematickych
systémov. St to systémy rekurzivne, nerekurzivne a blokovo-rekurzivne. Prvky
rekurzivneho systému s spojené jednosmernymi, linedrnymi a aditivnymi kauzdl.
nymi vztahmi. V nerekurzivnych systémoch mézu byt kauzilne vztahy medzi niekto-
rymi prvkami (odvodenymi alebo endogénnymi zlozkami modelu) obojsmerné, kym
medzi inymi (zakladnymi alebo exogénnymi na jednej strane a odvodenymi na strane
druhej) musia byt jednosmerné. V blokovo-rekurzivnych systémoch sa na zéklade
urcitych teoretickych dévodov prvky zdruzuji do jednotlivych blokov. Kauzélne
vztahy medzi blokmi musia byt jednosmerné, no vo vnutri kazdého bloku mozu byt
i obojsmerné.

Vietky zlozky kauzilneho modelu musia mat charakter premennych velitin
Vzhladom na to, Ze metody kauzalneho modelovania st rozvinutim korelatne
a regresnej analyzy, mali by to byt aspon intervalové znaky. Za urcitych podmienok
v8ak mozno pouzit aj nomindlne (najmi dichotomizované) a ordinalne znaky alebo
niektoré transformécie (napr. na tzv. dummy premenné). V kauzilnej analyze moino
pracovat tak so Standardizovanymi, ako aj s nesStandardizovanymi premennymi
veli¢inami a parametrami. Predpokladd sa dostatolne velkd vyskumnd vzorks.
Vstupné idaje modelu spravidla tvori matica jednoduchych korelac¢nych alebo regres-
nych koeficientov. Vstupné Gdaje modelu sa s vyuzitim jednotlivych metdd kauzalnej
analyzy (v rekurzivnych systémoch napr. s vyuzitim Simonovej— Blalockove]
metédy, path analyzy a analyzy zdvislosti, resp. metody obyéajnych najmensich
§tvorcov, v nerekurzivnych systémoch zasa napr. s vyuzitim metédy nepriamych
§tvorcov alebo dvojstupnovych najmensich $tvorcov) analyzujui tak, aby sa 1. odkryli
priame o nepriame kauzdlne vztahy medzi zlozkami modelu, 2. parametrami pri-
sludnych rovnic kvantitativne vyjadrila sila ich zdivislosti a 3. testovanim modelu
potvrdila primeranost empirickym tdajom.

Systém premennych velicin, ktorého kauzilna Struktira sa odkryva, musi byt
presne vymedzeny a uplny vak z hladiska meritorneho, ako aj z hfadiska formalneho.
To vyzaduje presne stanovit troven v teoretickej hierarchii, na ktorej sa systém
vymedzuje, a explicitne rozhodniut o tom, ktoré jeho zlozky uz v danom rdmei ne-
mozno (alebo netreba) vysvetlit. Tieto zlozky sa nazyvaji zakladnymi alebo exo-
génnymi. Zlozky modelu, ktoré sG nimi uréené, sa nazyvaju odvodenymi alebo

(2) Pomerne velmi typickd je v tomto zmysle napr. scientisticky ladena koncepcia, v ktorejss
zveli¢uje rozdiel medzi , filozofickym* a ,,Specidlnovednym'* pristupom ku skiimaniu kauzality.
Tak napr. J. Galtung tvrdi, Ze najrozumnejsi je operacionilny alebo operativny pristup k problé-
mu kauzality [Blalock —Aganbegjan — Borodkin — Boudon — Capecchi 1977 : 39].
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endogénnymi. ® Spolu st toexplicitné ¢initele modelu. Okrem nich kauzélne modely
obsahuju este i tzv. implicitné ¢initele. Spravidla sa nimi ozna¢uje pésobenie modelom
nezohladnenych skuto¢nesti na explicitné ¢initele. Kauzédlny model — tak isto ako
kazdy iny model — totiz charakterizuje i Specifické zjednodusené zobrazenie objektu.
Implicitnymi ¢initelmi vSak moZno vyjadrif napr. aj chyby, ku ktorym dochédza
pri merani explicitnych zloziek modelu. Na tomto principe sa zakladaji Specifické
kauzilne modely s ndhodnymi (napr. modely s viacnasobnymi indikdtormi a nemera-
nymi premennymi) i s nie nahodnymi chybami pri merani. Takto vybudovany
kauzadlny model je uplny a kazdé jeho zlozka je tiplne vymedzend predpokladanymi
priamymi a nepriamymi kauzalnymi vztahmi s inymi zlozkami modelu a pésobenim
prisluéného implicitného Cinitela.

Z metodologického hladiska mozno zdkladné kroky kauzalnej analyzy vyjadrit
napr. schémou: KH—KS—SSR—MR—1. Vychodiskom je vybudovanie teoretic-
kého modelu skiimanych skuto¢nosti, resp. formulovanie uréitej kauzalnej hypo-
tézy (KH) a jej zdovodnenie existujucimi teoretickymi poznatkami, pripadne idajmi.
Niekedy mozno formulovat i viac alternativnych kauzalnych hypotéz. Kazda KH
sa transformuje do kauzalnej schémy (KS), t. j. do grafu, ktorého orientované hrany
vyjadruju predpokladané kauzdlne suvislosti. Kauzdlna schéma sa matematicky
vyjadri systémom Struktirnych rovnic (SSR) a uréi sa, ¢ ide o systém rekurzivny,
nerekurzivny alebo blokovo-rekurzivny. Po prevereni identifikovateInosti tychto
rovnic a v niektorych pripadoch i po predbeznom testovani, ktorého cielom je
vybrat ti z alternativnych KH, ktort v najvySSom stupni potvrdzuji empirické
tidaje, alebo redukovat pévodny pocet alternativnych hypotéz, sa s pomocou mode-
lovych rovnic (MR) a v zdvislosti na zvolenej metdde hodnotia sledované parametre
rovnic. Interpretvicii (/) spravidla eSte predchddza i testovanie modelu.

Ako vidno, matematicky problém identifikdcie, ktorym sa zaoberame v tejto
§tadii, ma v kauzdlnom modelovani osobitné miesto a vyznam. Plne ich viak mozno
pochopit len so zretelom na cely modelovaci cyklus.

Toto na prvy pohlad evidentné konStatovanie je osobitne délezité. Treba nan
upozornit v suvislosti s prikladmi kauzdlnych modelov, ktoré sa uvadzaji v dalfom
texte. Vztahuje sa na vSeobecné hypotetické kauzdlne modely a najméi na kon-
krétny kauzdlny model, ktory sa uvddza v zdverecnej casti §tudie ako meritérny
priklad. Pre zachovanie kontinuity textu sa preto k niektorym z tychto otézok
vratime na prisluSnom mieste.

2. Identifikdcia a jej varianty

Matematicky problém identifikdcie treba riesif pri modelovani rekurzivnych, nere-
kurzivnych i blokovo-rekurzivnych systémov. Je jednym zo zdkladnych predpokla-
dov hodnotenia a interpretdcie parametrov a rovnic v metédach kauzélnej analyzy.
Navyse velmi uzko sivisi s moznostami overenia kauzélnej hypotézy v tom zmysle,
¢i ju ziskané empirické tdaje potvrdzuju uplne, ¢iastocne, alebo vobec nepotvrdzuju.

(3) Exogénne premenns s v kauzélnom modelovani vzdy nezdvislé na endogénnych. Rozlisuju
sa dva druhy exogénnych premennych: 1. vlastné exogénne premenné a 2. ¢asovo oneskorené
hodnoty endogénnych premennych [Blalock 1975 : 440]. Exogénne premenné nie si v danom
modeli uréované nijakymi inymi jeho explicitnymi zlozkami. Niekedy vSak (napr. v rdmci path
analyzy) sa vyuzivaju aj empiricky zistené koreldcie medzi exogénnymi premennymi, ale to nemé&
charakter kauzalne] interpretacie.

Premenné, ktoré st v modeli uréené aspon jednym priamym kauzdlnym vztahom k inej pre-
mennej modelu, s endogénne premennéd. Spravidla (podla kauzdlnej hypotézy) byvaji uréené aj
nepriamymi kauzdlnymi vztahmi (,,prostrednictvom’’ inej premennej) a prislichajieimi impli-
citnymi éinitelmi. V tomto zmysle st endogénne premenné plne uréené v danom kauzdlnom
modeli.
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Velmi vieobecne mozno povedat, Ze problém identifikdcie je problémom overenia
matematicky stanovenych podmienok, pri splneni ktorych mozno urcif (hodnotif)
nezngme parametre Struktirnych rovnic na ziklade empiricky zistenych dajor.
Je to teda predov§etkym problém urcenia a overenia podmienok pre hodnotenie
hladanych parametrov &truktirnych rovnic. Funkciou tychto parametrov je vy-
jadrit stupen kauzilnej zavislosti medzi prislusnymi zlozkami modelu.

Ak v zmysle tychto matematickych podmienok mozno hladané parametre (koe.
ficienty) urcit z empirickych udajov, dané parametre (alebo rovnice) st identifikows.
telné. Tu vBak zdroven vznikd i otdzka, ¢i mozno vSetky parametre zo vietkych
rovanic urcit jednoznacne. Vtedy, ked riesenim vsetkych rovnic mozno ziskat iba
jedno urcenie (hodnotenie) kazdého hladaného parametra, vsetky parametre si
presne identifikované. Moze sa viak stat i to, Ze na ziklade vSetkych rovnic dostaneme
viac urceni jedné¢ho parametra (napr. z dvoch réznych rovnic dve rézne urcenia
jedného a toho istého parametra), alebo dand rovnica obsahuje viac empirickych
ddajov, nez je nevyhnutné pre jednoznacné urcenie dajakého parameira. V tomto
pripade ide o preidentifikovanost, a to bud o preidentifikovanost celej sustavy rovnic
alebo o preidentifikovanost danej rovnice. Presnd identifikovanost a preidentifiko-
vanost su dva varianty idensifikovatelnosti.

V kauzilnej analyze treba pocitat 1 s moznostou neidentifikovatelnosti. Dochidza
k nej vtedy, ked na ziklade empiricky zistenych tdajov nemozno urcit hladané para-
metre struktirnych rovnic. NeidentifikovateInost je dosledkom podidentifikovanosi
niektorych rovnic. Podidentifikovand rovnica obsahuje menej empirickych tdajov,
nez je nevyhnutné na urcenie jedného alebo viacerych parametrov. Sustava rovaic
moze obsahovaf aj viac podidentifikovanych rovnic. Podidentifikované sistavy
obsahuja viac nezndmych parametrov, nez je mozné ur¢it danym pocCtom rovoi.

3. Podmienky identifikovateInosti

Pri overovani identifikovatelnosti roviic nepostacuji iba vyssie uvedené vieobeent
poznatky. Treba pouzit jednoznacne formulované kritérid. Vyjadruje ich tav. ne-
vyhnutng a dostatoénd podmienka identifikovatelnosti. Vycerpdvajica formulicia
oboch podmienok sa opiera o vyuzitie naroc¢nejsicho matematického aparatu a rozvija
sa predovietkym na pode ekonometrie. Vzhladom na povreby kauzélnej analyzy
v sociologickom badani mozno vSak obe podmienky vyjadrit aj jednoduchiie, ale
to neznamend, Ze menej presne [porov. Blalock 1969 : 64—64; Blalock 1975 : 502 ai
505: Duncan 1975 : 83; Husek—Walter 1976 : 144 —156; Koopmans 1971 a pod.].

Newvyhnutnd podmienka identifikovatelnosti Struktirnej rovnice

Nevyhnutnd (aviak nie dostato¢nd) podmienka identifikovatelnosti §trukvarnej rov-
nice sa nazyva i rdidovou podmienkou (,,order condivion®). Vychddza sa tu z toho,
ze model, ktory obsahuje pocet k& endogénnych premennych, musi obsahovat s
pocet k rovnic na hodnotenie prisludnych parametrov. Kazdd rovnica urcuje jedn
endogénnu premennd, a preto treba vytvorit volko rovnie, kolko je endogénnych
premennych. Aby dand rovnica bola identifikovatelnd, pocet premennych, kot
treba vylacit z -danej rovnice (t. j. nepredpokladat kauzdilne stvislosti medzi endo-
génnou premennou, ktord ur¢uje dand rovnica, a inymi premennymi modelu), mus
byt prinajmenSom rovny poc¢tu endogénnych premennych modelu minus jedns,
t.j. k— 1.

Ak potet premennych, ktorych pdsobenie je vyliéené (nepredpokladd sa) z danej
rovnice, ozna¢ime ako &, moézu nastat tri moznosti:
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I G=Fk—1
IL. G>k—1
III. G<k—1

So zretelom na uvedent podmienku plati, Ze rovnica je identifikovatelnd aj v pri-
pade I. aj v pripade 1I. Pritom, ak G = k — 1, rovnica je presne identifikovand,
zatial ¢o vtedy, ak G > k — 1, rovnica je preidentifikovand, lebo sa z nej vylaéilo
viac ako nevyhnutnych %4 — 1 premennych. Treti pripad reprezentuje situdciu,
v ktorej je rovnica podidentifikovand a veda neidentifikovdatelnd. Vyladilo sa z nej
menej nez nevyhnutnych © — 1 premennych (krajnou moznostou je, Ze obsahuje
vietky premenné modelu).

Dostatoénd podmienka identifikovatelnosts Struktirne) rovnice

Dostatoénd podmienka identifikovateInosti struktirnej rovnice sa nazyva i hod-
nostnou podmienkou (,,rank condition®‘). Stanovuje sa nou, ze kazdd rovnica musi
byt rozna tak od ostatnych rovnic, ako aj od vSetkych moznych linedrnych kombinacii
tychto rovnic. To znamend, ze dve alebo viac rovnic nesmt obsahovat identicki
kombindciu premennych a Ze k nijakej z rovnic nemozno dospiet aj linedrnou kom-
bindciou (napr. su¢tom) niektorych alebo v8etkych zvySujacich rovnic.

V celom rade pripadov, najméi pri pouziti ndro¢nejsieho matematického aparatu
(maticového poc¢tu) a vzv. redukovanych tvarov rovnic,® sa hodnostnd podmienka
povazuje za nevyhnutni a zaroven aj dostatotnti podmienku identifikovatelnosti
[Blalock 1975 :502—505; Husek —Walter 1976 : 152; Koopmans 1971 : 169]. Mozno
ju totiz ur¢if na zdklade hodnosti matice Strukturnych parametrov modelu a jej
determinantu.

4. IdentifikovateInost v nerekurzivnych systémoch

Riefenie problému identifikdcie vo vSeobecnej podobe nepostacuje. Vyzaduje
ilustrdciu. Predpokladajme hypoteticky, velmi jednoduchy nerekurzivny model
(. J. model, v ktorom kauzilne vztahy medzi exogénnymi a endogénnymi premenny-
mi musia byt jednosmerné, kym vztahy medzi endogénnymi navzdjom moézu byt
obojsmerné, pricom takto spaté musia byt aspon dve endogénne premenné), ktory
je zobrazeny kauzdlnou schémou na obr. ¢. 1. Model tvoria 4 zlozky: 2 vzdjomne sa
ovplyviujice endogénne premenné X; a Xs (spolu s prislichajicimi implicitnymi
¢initelmi e; a e3), ako aj dve exogénne premenné veli¢iny Z; a Z3)® Orientované
hrany vyjadruju predpokladané kauzilne zavislosui.

Pre tento model mozno zostavit ststavu Struktirnych rovnic, ktord pozostdva
z dvoch rovnic: z rovnice (1.1) pre endogénnu premennu X; a z rovnice (1.2) pre
endogénnu rovnicu Xs. Pre zretelné rozliSenie suvislosti vztahy medzi endogénnymi

(4} Redukované tvary rovnie vznikaji takou jednoduchou upravou Struktirnych rovnie,
pri ktorej sa endogénne premenné vyjadria ako funkcie iba exogénnych premennych a prisli-
chajicich implicitnych éinitelov. To znamend, Ze v rovnici pre kazdu endogénnu premennu sa
uz nesmie vyskytovat nijakd ind endogénna premenns veliéina.

(3) ¥V nerekurzivnych systémoch sa exogénne premenné oznacuji Z; a endogénne X;. Je to ne-
vyhnutné pre $pecifické operacie pri budovani redukovanych tvarov rovnic a pre vy¢lenovanie
tzv. instrumentalnych premennych, ktoré umoznujii osobitné postupy identifikdcie a hodnotenia
parametrov [Duncan 1975 : 70, 82—84, 124 —125, 134—135].

Vo funkeii indtrumentdlnej premennej vystupuju exogénne veli¢iny Zj. Premennd Z; je vzhla-
dom na (obojsmerny) kauzalny vztah veli¢in X; a X inStrumentdlnou premennou vtedy, ak
priamo alebo nepriamo podmienuje X, ale priamo neovplyviuje Xg; premennu X3 moze uréovat
ba nepriamo — prostrednictvom X,. Z; pritom nesmie korelovat s implicitnym ¢initefom
premennej Xy, t. j. s ea.
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Schéma 1

Z, Z,

-x_l" : — X, =,

premennymi sa oznatuji parametrami typu fy;, kym vztahy medzi exogénnou a endo-
génnou veli¢inou zasa parametrami typu pij. Pritom «; je konstanva regresnej priamky,

(1.1) ) X1 =01 + 12Xz + yuZi + 1
(13) Xo = ap + P21X1 + p22Zs + eg

Model obsahuje k = 2 endogénne premenné a teda 2 §truktirne rovnice. Ridové
podmienka identifikovatelnosti vyzaduje, aby sa z kazdej rovnice vylicila prinaj
mensom k£ — 1 =1 premennd.® To znamena, Ze aspon v jednom pripade nemoing
predpokladat kauzdlny vztah medzi danou endogénnou premennou a niektorou
z dal$ich premennych modelu. Obe rovnice tiito podmienku spliiaji v plnom rozsshu:
predpokladdame, ze Z; kauzdlne nepodsobi na Xy a ze Zy nesposobuje zasa Xy; pars-
metre, ktoré vyjadruju tieto vztahy, by tedy mali byt rovné nule, t. j. y21 = y19=10.
Model mé celkove 4 explicitné premenné (2 exogénne a 2 endogénne), no kazda rov-
nica obsahuje iba 3 premenné. V oboch pripadoch je teda v uvedenom zmysle z nich
vyltéend presne k -- 1 = 1 premennd. Obe rovnice st preto presne identifikované.
Zéroven neobsahuju identickd kombindciu premennych: Z; sa vyskytuje len v rov.
nici (1.1) a Zg len v rovnici (1.2).

Z toho je zrejmé, Ze na identifikovanie obojsmerného kauzilneho vzfahu medzi X;
a X nestaci ani zavedenie jednej Z; do modelu, ani obe exogénne premenné sa nesmi
naraz vyskytovaf v oboch rovniciach. Ak by sme totiz model budovali iba s jednouZ;
ktora by podmienovala obe endogénne premenné, rovnice by boli nevyhnutne pod:
identifikované, lebo by obsahovali v8etky premenné modelu. Ak by v modeli s jed-
nou Z; bolo mozné predpokladat iba jej stvislost s jednou endogénnou premennou
(napr. s X1), potom by rovnica pre Xo bola sice presne identifikovand, ale rovnic
pre X by sa stala podidentifikovand. Ak by Z, i Zy kauzdlne stviseli s oboma endo-
génnymi premennymi, obidve Struktirne rovnice by boli nevyhnutne podidentif:
kované.

Lahko sa viak moze staf, ze z rdoznych dovodov nebude mozné udrzaf jeden z pred
pokladov modelu na obr. ¢. 1, konkrétne predpoklad, ze exogénna premenni Z
kauzédlne nepdésobi na endogénnu premennt X, a druhd exogénna premennd Zj 2a%
na endogénnu premenni X;. ZruSenie tohto predpokladu — ako sme si mohli ui

(8) Vynechanie & — 1 premennej z rovnice mozno nahradit aj inou podmienkou. Z rovnie?
netreba vynechat & — 1 premenni vtedy, ak si hodnoty prislusnych parametrov uz wpr'd
zndme a netreba ich ziskavat z empirickych udajov [Blalock 1975 : 510]. To viak je situscs
zatial privelmi zriedkavé.
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vSimnit — vedie k podidentifikovanosti oboch rovnic. V takomto pripade sa nepri-
jemnym nésledkom neidentifikovateInosti mozno vyhntt iba tak Ze sa model
roz&iri. Treba don zahriat dve nové exogénne premenné, napr. Zgz a Zs. Opétovne treba
predpokladat, Ze Zs pdsobi iba na X a uZ nie aj na X, kym Z, iba na X5 a uz nie
aj na X . Rozsireny model je zobrazeny kauzdlnou schémou 2.

_ Schéma 2

oy =11= o R
3 Z,

Plati pren sustava strukturnych rovnic (2.1)—(2.2):

(2.1) X1 = o1 + fr2Xa + y11Z1 + y1222 + Pr3Zs -} ey
(2.2) Xo = a2 + f1X1 + y21Z1 + y22Zs + y2aZ4 + e2

Aj tu plati Ze zavedenie jednej novej Z; do modelu neriesi problém identifikovatel-
nosti oboch rovnic a Ze obe nové exogénne premenné (Z3 a Z;) sa nesmu naraz
vyskytovat v oboch rovniciach. Za tychto podmienock st obe rovnice rozsireného
modelu presne identifikované. Model obsahuje 6 explicitnych premennych (4 exo-
génne a 2 endogénne) a kazdé rovnica iba 5 z nich, &ize spltia poziadavku vyltéenia
prave k — 1 = 1 premennej tak z rovnice (2.1), ako aj z rovnice (2.2). Obe rovnice
tiez neobsahuju identicki kombindciu premennych: v rowvnici (2.1) sa nevysky-
tuje Z4 a v rovnici (2.2) zasa Zs.

Ak by sme model rozsirili iba o jednu exogénnu premennt — bud o Z3 alebo o Z; —
za predpokladu, %e posobi tak na X;,akoina X, oberovnice by boli podidentifikované
a ich parametre by teda nebolo mozné uréit na zédklade empiricky ziskanych udajov.
7a predpokladu, %e jedna nové exogénna premennd by pdsobila iba na jednu endo-
génnu, rovnica, v ktorej by sa tdto novd premennd vyskytovala, by bola podidenti-
fikovand a rovnica, v ktorej by sa nevyskytovala, by bola presne identifikovana.
Napokon, ak by obe nové exogénne premenné kauzélne podmiefiovali obe endogénne
premenné, obidve rovnice by boli nevyhnutne podidentifikované. Model by bolo treba
znovu roz§irit o dve dalSie exogénne premenné (napr. Zs a Zg), z ktorych kazdd by
ovplyviiovala iba jednu endogénnu premenni.

Osobitne si treba vsimnuf eSte jeden dolezity variant. Ak by sme mali model
(porov. schému 3), v ktorom Z; a Z3 kauzdlne podmienuju iba endogénnu premennu X
na jednej strane a Zy a Z4 zasa iba endogénnu premennii X, na strane druhej, obe
rovnice by boli preidentifikované. Z kazdej z nich by bolo totiz vyliéené posobenie
dvoch premennych: z rovnice (3.1) posobenie Zs a Z4 a z rovnice (3.2) zasa pdso-
benie Z; a Z3. A to je viac neZ poziadavka vyliéenia k — 1 = 1 premennej z kazdej
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Schéma 3

rovnice. Model totiz obsahuje 6 explicitnych premennych, no kazdd rovnice iba
4 7z nich.

(3.1) X1 = a1 + PreXe +y11Z1 +y13Z3 + 1
(3.2) Xo = xo + fa1 X1 + yeoZo + y21Z1 -+ e2

Preidentifikované rovnice st vsak z istého hladiska velmi vyhodné — umoznuji
testovanic modelu. Predpoklady o neexistencii kauzalneho vztahu medzi exogénnymi
a endogénnymi premennymi (v danom pripade y12 = 14 = yo; = y23 = 0) aleho
medzi endogénnymi premennymi navzdjom (s ¢im sa vSak v danom modeli nestre-
tdme) mozno konfrontovat s empiricky zistenymi tidajmi. resp. prisluSnymi para-
metrami vvpocitanymi na zdklade tychto udajov a zistit. ¢i sa model empirickymi
udajmi potvrdzuje, alebo nie. Vztahy medzi exogénnymi premennymi navzijom
neprichdadzaji do uvahy na testovanie modelu, lebo sa nim nevysvetluju.

Pri overovani identifikovatelnosti $truktirnych rovnic v zloZitejsich modeloch
s vicdim poctom premennych treba postupovat analogicky. Problém identifikovatel-
nosti Struktirnej rovnice vyzaduje, aby kauzdlny model obsahoval dostatoény potet
exogénnych premennych. Pritom vsak treba predpokladat i dostatoény pocet
takych pripadov, v ktorych neexistuji kauzdlne stvislosti ani medzi exogénnymi
a endogénnymi premennymi, ani medzi endogénnymi premennymi navzdjom.
Donekonecna totiz model nemozno rozsirovat a model s vac¢Sim poctom obojsmernyeh
stvislost{ medzi vetkymi endogénnymi veli¢inami by vyzadoval prave prili§ velky
pocet exogénnych premennych. Z tohto dovodu v nerekurzivnych systémoch treba
predpokladat a samozrejme i teoreticky zdovodnit a empiricky potvrdit, Ze vzdjomné
vztahy existuju iba medzi niektorymi endogénnymi premennymi a Ze v inych pri
padoch medzi endogénnymi premennymi existuji iba vztahy jednosmerné alebo ne-
existuji nijaké. Predpoklad. ze by vSetky zlozky kauzdlneho modelu medzi sebou
stviseli (presnejsie, ze by vSetky exogénne premenné podmienovali vietky endo-
génne a vietky endogénne medzi sebou suviseli obojsmerne), je jednym zo znakov
teoretickej nedopracovanosti kauzilneho modelu.

Roz&irovanie a zuzovanie kauzalneho modelu md napokon i praktické limitdcie.
Vidy je lahSie zuzovat kauzilny model: povedzme na ziklade teoretického zdovodne-
nia alebo preto. lebo dajaku stvislost nepotvrdzuji empirické tdaje. RozSirovanie
kauzilneho modelu je prakticky mozné len v ramei tych exogénnych premennych,
kvoré sa v danom pripade empiricky sledovali. Inak nemozno hodnotit prisluiné
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parametre — nie st k dispozicii potrebné vstupné iidaje modelu. Ak sa vynor{ potreba
obohatit model o také premenné, ktoré sa doposial nesledovali i empiricky, treba
koncipovat novy, $ir8i vyskum. I z toho vidno, Ze na dopracovanost kauzilnej hypo-
tézy sa kladi pomerne vysoké niroky.

5. IdentifikovateInost v rekurzivnych systémoch

V rekurzivnych systémoch mozno predpokladat iba jednosmerné linedrne a aditivne
kauzdlne vztahy medzi zlozkami modelu. Problém identifikdcie tu ma td istd pod-
statu, ale niektoré osobitné ¢rty. Identifikovatelnost Struktdrnych rovnic rekurziv-
neho svstému nemozZno preverovaﬁ bezprostredne na ziklade rddovej a hodnostnej
podmlenkv \Y uadu_]e iné. konkretizované kritéria.

Vystizne to mozno ilustrovat na priklade 4plného rekurzivneho systému. Uplny
rekurzivny svstém obsahuje vSetky teoreticky mozné jednosmerné kauzélne vztahy
medzi zlozkami modelu. Predpokladajme hypoteticky uplny rekurzivny systém
s 5§ zlozkami: s jednou exogénnou premennou X, a tyrmi endogénnymi premen-
nymi X, X3, X4 a X5 (porov. schému 4). V zmysle radovej podmienky by z kazdej

‘

Schéma 4 W

o
y
. 44
N
n§'

Xy~

rovnice malo byt vvlaéené posobenie prinajmenSom 3 premennych (k = 4,k — 1 =35,.
Presne identifikovand rovnica teda moéze obsahovat iba dve premenné (model ma
spolu 5 explicitnych premennych). Na prvy pohlad vidno, Ze v ststave Struktiarnych
rovnic (4+.1)—(4.4)

(t.1) Xo = P21X1 + e2
(+.2) X3 = B31X1 + P32X2 + e3
(4.3) Xy= a1 X1 4 BaoXo + Pa3Xz + ey
(4.4) X5 = f51X1 + fs52Xe + B53X3 + B5aX4 + e5

tato poziadavku spliia iba rovnica (4.1) a zvySujlce rovnice uz nie. Okrem toho
kazda dalsia rovnica obsahuje vSetky predchddzajlice premenné: rovnica pre Xg
obsahuje X, rovnica pre X3 obsahuje tak X, ako aj X, rovnica pre X4 obsahuje X,
Xsaj X3 a pod. Zdalo by sa teda, Ze uplny rekurzivny systém je neidentifikovatelny.

Identifikovatelnost rovnic i celého modelu tu v8ak zdvisi na deoch osobitnych pod-
mienkach. Prvou z nich je podmienka, aby polovica Struktirnych parametrov sa rovnala
nule. Druhou podmienkou sa vyzaduje vzdjomnd nekorelovanost implicitnijch Einitelov.
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Prva podmienka vyplyva priamo z predpokladov rekurzivneho systému. Jednym
z nich sa zdovodnuje jednosmernost kauzdlnych stavislosti, t. j. vyliéenie vzdjomného
posobenia medzi jednotlivymi premennymi. V rekurzivnom systéme moze premen.
nd X kauzalne podmienovat premennt Xo, ale X» uz nesmie spatne pésobif na X,
Preto i parameter f21 bude rozny od nuly, kym parameter f12 sa zasa mé rovnaf nule,
V Gplnom rekurzivnom systéme sa preto musi rovnaf nule presne polovica itruk.
tarnych parametrov.

Parametre ststavy rovnic iplného rekurzivneho systému mozno vyjadrit aj v po.
dobe matice, napr. matice B [HuSek—Walter 1976 : 185]. Matica B pre model na
schéme 4 bude mat podobu:

1 0 0 0 0
‘321_ 1 0 0 Ol
B = ﬁgl [932 | 0 0
Par Paz Paz 1 0]

Bs1 fs2 fsz Psa 1

Matica struktirnych parametrov rekurzivneho systému je teda trojuholnikové matica
8 nulovymi prvkami nad hlavnou diagondlou.

Ak by sa nad hlavnou diagondlou vyskytli dajaké nenulové prvky, znamenalo by
to, Ze model nemd rekurzivny charakter. Na druhej strane, ak by sa nulové prvky
vyskytli pod hlavnou diagondlou, to by zasa znamenalo, Ze sa nejednd o tGplny re-
kurzivny systém, ale o taky rekurzivny systém, v ktorom neexistuji dajaké z teore.
ticky moznych jednosmernych kauzdlnych vztahov medzi zlozkami modelu. Kedie
jednotlivé riadky a stipce matice zodpovedaji jednotlivym premennym veliindm,
jednotky v hlavnej diagondle matice oznacuju iba to, ze suvislost kazdej premennej
so sebou samou sa rovnd jedna.

Druhd podmienka (vzdjomnd nekorelovanost implicitnych ¢initelov) je zlozitejsia.
V dplnom rekurzivnom systéme musi platit, ze £(e;, ;) = 0 pre vsetky ¢ = j. Inymi
slovami to znamend, Ze zavidzame matematické ocakdvania (%), v zmysle ktorych
nijakd zo vSetkych moznych dvojic implicitnych ¢inivelov nevykazuje nenulovi
koreldciu. Implicitné ¢initele nesmi vzajomne korelovat (alebo — o je to isté —
implicitny ¢inivel napr. premennej X1, t. j. €1, nesmie korelovat s premennou Xy atd.),
lebo v opa¢nom pripade nemozno v statickej formuldcii modelu ,,vy¢lenit” kvanti-
tativiny podiel jednotlivych premennych na sledovanej zivislosti s endogénnou pre-
menou a rovnice sa stavaji podidentifikované.

Tento predpoklad analyzoval uz H. A. Simon [Simon 1971 : 10—16]. Dokazal, Ze
aj v najjednoduch§om modeli s dvoma, resp. tromi premennymi mozno z empiricky
zistenej korclicie usudzovat na kauzdlnu zdavislost iba vtedy, ak mozno zddvodnit
¢asovi ndslednost premennych a ak ich implicitné ¢initele navzdjom nekorelujt.
Sirfie tuto problematiku rozvinul R. Boudon. Dokézal, Ze koeficienty (Struktime
parametre) st identifikovatelné len viedy, ak nemozno ndjst dajakt nediagonilnu
maticu P, pri ktorej by PA mala struktiru identicka s maticou A zodpovedajicou
prislusnému kauzdlnemu modelu. Nevyhnutnou podmienkou identifikovatelnosti
koeficientov (v tomto pripade koeficientov zavislosti) je v rekurzivnem systéme
nekorelovanost implicitnych éinitelov [Boudon 1971 : 251 an.].

V tejto stvislosti treba pripomentt, Ze dany predpoklad musi ¢iastoéne platit 8]
v nerekurzivnych systémoch. Jednou z ich poziadaviek totiz je, aby vztahy med
exogénnymi a endogénnymi veli¢cinami boli vzdy jednosmerné. Z toho vyplyva, 7
implicitné ¢initele exogénnych premennych nesmu korelovat s implicitnymi éinitelmi
endogénnych alebo s endogénnymi premennymi samymi. Pre vztah medzi endo-
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génnymi veli¢inami navzdjom uz tdto podmienka nemusf platit — pri obojsmernom
kauzdlnom vztahu dvoch endogénnych premennych budu zrejme korelovaf aj ich
implicitné Cinitele.. A to v takomto pripade neznemoznuje identifikdciu prisluinych
parametrov.

Predpoklad vzdjomnej nekorelovanosti implicitnych éinitelov mé pre problém
identifikdcie rekurzivnych systémov zisadny vyznam. O vzdjomnom vztahu impli-
citnych éinitelov treba vZdy vyslovit isté predpoklady. Najcastejsie je to uvedeny
predpoklad o nekorelovanosti. Mozno ho v8ak iba zdovodnit, ale nie empiricky
potvrdif. Je to tak preto, lebo implicitné ¢initele sa v danom modeli nemeraju a teda
nie s k dispozicii ani empiricky zistiteIné hodnoty ich korelaénych alebo regresnych
koeficientov. Preto tu osobitny vyznam nadobida teoretické zddvodnenie tejto
otdzky v kazdom konkrétnom modeli.

V kauzéilnej analyze mézu nastat aj situdcie, ktoré si vyzaduja vyslovenie inyjch
predpokladov o vztahu implicitnych ¢initelov. Predpoklad ich vzdjomnej nekorelo-
vanosti nemusi byt vzdy realisticky. Situdcia nie je beznddejnd vtedy, ak odkryjeme
a zmeriame spolo¢né faktory implicitnych éinitelov a explicitne ich zavedieme do
rovnic ako dodatkové premenné [Blalock 1975 : 446]. Toto rieSenie teda spociva
v odkryti dalsieho faktora, ktory spésobuje koreldciu medzi povodny mi implicitnymi
¢initelmi, v povySeni pévodnych implicitnych ¢initelov na explicitné a zavedeni
novych implicitnych éinitelov (implicitnych ¢initelov prislichajucich dodatkovym
premennym) do modelu. Preto je nevyhnutné model rozéirit o prislu§ny pocet do-
datkovych premennych veli¢in a novych implicitnych éinitelov. Treba to vSak
urobif tak, aby pre rozsireny model platil predpoklad o vzdjomnej nekorelovanosti
(novych) implicitnych ¢initelov.

Okrem tohto v8eobecného pripadu mézu nastat este dva doélezité Specidlne pripady.
V prvom z nich s niektoré premenné presnou lineirnou funkciou (iba a len) inych
explicitnych premennych, takze ich rovnice nebudt obsahovat implicitné ¢initele
a nemozno formulovat ani predpoklady tykajtce sa vztahu implicitnych ¢initelov.
Méze to byt napr. vtedy, ak zdévodnene predpokladime, ze implicitné Cinitele vey-
jadruju chyby, ku ktorym dochddza pri merani veli¢in, a ak dané premenné meriame
s nulovou (zanedbatelnou) chybou. Druhy pripad je menej extrémny. Vznikd vtedy,
ked koreldcie (exogénnych) premennych vykazuji nad ocakavanie vysoké hodnoty
(nad 0,8 alebo 0,9). To je situicia, ktord vedie ku vzniku problému multikolinearity.
V danom pripade sice mozno parametre identifikovat, ale ich hodnotenie uz bude
prakticky madlo uzito¢né. Vychodiskom moze byt zavedenie novej exogénnej pre-
mennej do modelu za presne uréenych podmienok [porov. Blalock 1975 : 506 —507;
Husek —Walter 1976 : 108 an.].

Uplny rekurzivny systém, ktory spiiia obe podmienky (t. j. presne polovica para-
metrov sa rovnd nule a implicitné ¢initele vzdjomne nekoreluji) je presne identifi-

kovany.

V kauzilnej analyze v8ak pracujeme nielen s tiplnymi rekurzivnymi systémami.
Zvi&ta budujeme modely, v ktorych z viacerych dévodov nepredpokladime vetky
teoreticky mozné jednosmerné kauzéilne vztahy medzi zlozkami modelu. V netuplnych
rekurzivnych systémoch skutoény pocet predpokladanych kauzélnych vztahov je
teda mendi nez ich teoreticky mozny pocet, ktory sa priz prvkochrovndn . (n — 1):2.

Neuplné rekurzivne systémy sa vyznacuju preidentifikovanostou sustavy rovnie.
Mozno v nich totiz utvorit viac rovnic, nez je nevyhnutné na hodnotenie hladanych
parametrov. Tak sice mozno ziskat viac hodnoteni niektorého (niektorych) parametra
z viacerych rovnic, pricom treba oc¢akdvat, Ze hodnotenia budu rozne, ale na druhe;j
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strane to ma i svoje vyhody. Nadbytoéné (redundantné) rovnice mozno pouzit predo.
vietkym na testovanie modelu. (™ Cisa model empirickymi tdajmi potvrdzuje, aleby
nepotvrdzuje (¢iasto¢ne, tplne), mozno zistit iba na zdklade preidentifikovanych
sustav rovnic.® Presne identifikované modely v tomto zmysle testovat nemoino
Na rozdiel od netplnych rekurzivnych systémov tu nie je k dispozicii také presné
a vopred stanoviteIné kritérium (vari s vynimkou odhadu znamienka paramerov)
ako je predpoklad o tom, Ze parametre, ktoré prislichajia premenn¥'m bez kauzdlneho
vztahu, by sa mali rovnat alebo velmi blizit k nule.

V netplnom rekurzivnom systéme mozno do istej miery modifikovat predpoklal
o vzdjomnej nekorelovanosti vetkych implicitnych ¢initelov. Mozno ho zmieri
v tom zmysle, ze implicitné ¢initele nekoreluju s tymi premennymi (alebo s ich impli
citnymi Cinitelmi), s ktorymi vstupuju do ktorejkolvek linedrnej kombinacie [Blalock
1969 : 49: Stépanck 1970 : 59]. Inymi slovami, implicitné ¢initele nesmu korelovat
iba s tymi premennymi, s ktorymi sa snolu nachiadzaji v hociktorej z rovnic modeh,

6. IdentifikovateInost v blokovo-rekurzivnych systémoch

Blokovo-rekurzivny systém je v podstate stustava blokov premennych veliéin, Vo
vnutri tychto blokov mézu existovat tak jednosmerné, ako aj obojsmerné kauzilne
vztahy. Bloky samy osebe mézu byf (parcidlnymi) rekurziviyymi alebo nerekurziv.
nymi modelmi. Zikladnou poziadavkou pritom v8ak je, aby vzfahy medzi jednotli-
vymi blokmi boli vzdy jednosmerné. Biokovo-rekurzivny systém moze napr. tvorit
n nerekurzivinych modelov (alebo blokov, v ktorveh existuji obojsmerné kauzlne
vztahy), ktoré s viak ako celky spojené iba jednosmernymi kauzalnymi vatahmi,

Charakter takéhoto systému podmienuje aj poziadavky na identifikdciu. Vo vnitri
jednotlivych blokov zévisia od toho. ¢i tam existujii aj obojsmerné vztahy. V takomto
pripade platia podmienky pre previerku identifikovatelnosti v nerekurzivnych
systémoch a vyzaduje sa najmi dostatoény pocet exogénnych premennyeh pre
dany blok. Ak vo wvnatri bloku mozno predpokladat iba jednosmerné kauzalne
vztahy, platia samozrejme poziadavky pre identifikiciu rekurzivnych systémov
Tieto poziadavky viak treba uplatnovat aj na kauzdlne vztahy medzi jednotlivymi
blokmi. Uz sme uviedli, Ze moézu byt iba jednosmerné. Preto ani implicitné ¢initele
premennych z jedného bloku nesmu korelovat s implicitnymi ¢initelmi premennych
z in¢ho bloku. Ak sa za uréitych podmienok podari kazdy blok reprezentovat jednon
premennou veli¢inou (napr. dajakym indexom), blokovo-rekurzivny systém sa stavi
rekurzivnym a obsahuje taky pocet (vS8eobecnych, agregovanych) premennych,
ktory sa rovna poctu povodnych blokov. Tu uz implicitné Cinivele opit nesmi vzd
jomne korelovat.

Problém identifikovatelnosti v blokovo-rekurzivnych modeloch viak ma eite
i niektoré Specifické stranky [Blalock 1975 : 528 —530; Pirogov — Fedorovskij 1979:
231—235], ktorych ilustrovanie presahuje moznosui tejto Stadie. V strucnosti trehs
uviest, ze identiflikovatelnost rovnic takéhoto modelu sa v podstate komplikuje tym,
ze i endogénne premenné z dajakého bloku j mozno povazovat za exogénne premennt

(7) Rozhodnutie o tom, ktoré rovnice preidentifikovanej sustavy su nadkytoéné, nie je jedno:
duché zélezitost a spaja sa s celym radom dalSich problémov [Blalock 1975; Boudon 1971].

(8) Testovanie modelu zévisi od pouzitej metédy kauzdlnej analyzy. Napr. v Simonovej—Ble
lockovej metdde sa predpoklady o rovnosti parametrov nule (presnejsie priblizne nule, lebo pri
merani dochidza k chybém) testuju na zdklade tzv. predikénych rovnic parcidlnymi korelatnymi
koeficientami prislusného rédu, v path analyze a analyze zévislosti zasa zodpovedajtcimi mode-
lovymi rovnicami a pod.
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vzhladom na bloky j + 1, j + 2 az j + k. Plati to teda pre ktorykolvek blok nasle-
dujici za blokom j. .

K problematike blokovo-rekurzivnych systémov treba uviest este jednu pozndmku.
Podnetnost tohto pristupu je nepochybnd. Viedla v8ak H. M. Blalocka, ktory ideu
blokovo-rekurzivnych modelov uviedol do zdujmového pola sociolégov, az k tomu,
ze neopravnene zveli¢il jeho moznosti pri budovani sociologickej teérie [Osipov— An-
drejenkov 1974 : 170]. Sociologicku teériu skutoéne nemozno budovat iba spdjanim
jednotlivych parcidlnych modelov do éoraz sirSieho blokovo-rekurzivneho modelu,
induktivnym rozsirovanim a spajanim ,,malych* deduktivnych teérii [Blalock 1969].

7. Meritorny priklad

Na ilustraciu niektorych délezitych stranok matematického problému identifikdcie
uvddzame aj meritérny priklad. Opiera sa o teoreticky model z vyskumu politického
vzdelavania SZM. Model vypracoval V. Krivy [Krivy—Schenk 1976]. Kedze v case
vyskumu sa nerdatalo s uskuto¢nenim kauzilnej analyzy tohto typu, pévodni verziu
modelu bolo treba vzhladom na potreby tejto stidie Ciastotne modifikovat. Zmeny
vSak nemaju zdsadny charakter. Treba pripomenut, Ze tymvo prikladom sledujeme
iba problém, ktory je v centre pozornosti. Rozsah a zameranie $iudie dovoluja
ostatné otdzky bud len struc¢ne naznacit alebo nutia nechat ich (napr. hodnotenie
parametrov a testovanie modelu) celkom bokom.

Politické vzdeldvanie SZM je osobitnou formou ideovovychovného posobenia.
V tomto zmysle je to proces, ktory mozno a treba situovat medzi dva pély — pdl
emitorsky a pél akceptorsky (posluchééi vzdeldvania). So zretelom na oba pély mozno
tento proces sledovat a modelovat. Vzhladom na rozne okolnosti mozno volit i par-
cidlne pohfady a tak redukovat komplexnost problému. V uvedenom vyskume sa
pozornost koncentrovala na pdl akeceptorsky s tym, Ze vyskumnou tlohou bolo
zistit, ako posluchadi politického vzdelavania hodnotia tento proces a jeho zlozky.
V tomto zmysle bol vybudovany teoreticky model procesu politického vzdeldvania.
Jeho zlozky zodpovedali tym prvkom sktimaného procesu, ktoré si podstatné
z hladiska vyskumného zameru. Ako indikdtory urovne zloziek modelu slazili hod-
notenia samych posluchdacov vzdelavania. Hodnotenia zvolenych stimulov, ktoré
reprezentovali jednotlivé zlozky modelu, sa snimkovali osobitnou napitovou skalou
a merali koeficientami konfrontaéného napitia [Hirner a kol. 1973]. Vysledkom
merania boli intervalové mnaky. Vyskumné skiisenosti ukazuja, ze pouzitd metodika
poskytuje primerane kvaliiné empirické informacie.

Kauzdlnu hypotézu (teoreticky model) mozno zobrazit kauzilnou schémou
(schéma 5). Model obsahuje 11 zloziek. Z toho je 5 exogénnych premennych (Z; —
vyber tém vzdeldvania, Zg — troven lektorov, Zs — stupen novosti odovzdivanych
poznatkov, Z; — forma politického vzdeldvania a Zs — ftroven socialistického
presvedéenia posluchdcov) a 6 endogénnych premennych (X; — zdujem posluchacov
o politické vzdeldvanie, X; — uroven kontaktu s lektorom, X3 — troven aktivity
posluchd¢ov na vzdeldvani, X4 — droven zvySovania vedomosti vzdelivanim,
X5 — uroven vnutorného osvojenia si odovzdavanych poznatkov a nazorov a Xg —
troven socialistického presvedcenia posluchacov).(®

Z kauzédlnej schémy vidno, Ze model m4é vlastne Styri irovne. Na prvej st skutoé-
nosti, ktoré posluchééi sami nemézu ovplyviiovat (Z; az Z,) alebo s ktorymi vstupuji

(9) Pre zvysenie prehladnosti si z kauzdlnej schémy vynechané implicitné ¢initele endogénnych
premennych. V sustave rovnic (5.1) az (5.6) sa viak uz v plnej miere respektuju.
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Schéma 5
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z vychodisk, ale aj jednym z cielov celého procesu. Z toho vyplyva i situovanie pri-
slichajiicich premennych veli¢in do modelu. Uroveri socialistického presvedéenia
posluchdcov tu vystupuje dvakrit — raz ako exogénna premennd, resp. ako endo-
génna premennd merand v Gase ¢ — 1 (predpokladiame, Ze cas ¢ je ¢asom konania
vyskumu) a raz ako vlastnd endogénna premennd (vysledok vzdeldvania).

KedzZe model obsahuje 6 endogénnych premennych, sustava strukvirnych rovnie,
do ktorej ho treba transformovat, musi tieZ obsahovat 6 rovnic na ich hodnotenie.
Je to sustava (5.1) az (5.6):

(6.1) X1 =9y1uZ1 + y12Zs + y13Z3 + v14Zs + y15Zs + €1
(5.2) Xo = fo1X1 + B23X3 + ya2Ze + e2
(5.3) X3 = 31X + P32X2 + y33Z3 + €3
(5.4) X4 = faX1 + PaoXo + P13X3 + BasXs + y13ds + e
(5.5) X5 = f51X1 + Bs52 X2 + Bs3X3s + B54X4a + y542a | es
(5.6) X = fe1X1 + PeaXs + Be5X5 + €6

Pri overovani identifikovatelnosti jednotlivych rovnic tohto nerekurzivneho mo-
delu treba pouzit rddovd a hodnostni podmienku. V zmysle radovej podmienky
je zrejmé, ze presne identifikovand rovnica musi obsahovat 6 explicitnych premen-
nych veli¢in (model ma 11 explicitnych premennych, z éoho je 6 endogénnych, t. j.
k = 6; z kazdej rovnice treba vynechat prinajmensom & — 1 = 5 premennych, preto
presne identifikovand rovnica musi mat presne 11 — 5 = 6 premennych), preidenti-
fikovans rovnica 5 a menej, kym podidentifikovand zasa 7 a viac premennych veliéin.
Vidno, Ze vBetky rovnice sdstavy (5.1) az (5.6) su identifikovateIné. Pritom rov-
nice {5.1), (5.4) a (5.5) st presne identifikované a rovnice (5.2), (5.3) a (5.6) st pre-
identifikované.

K presne identifikovanym rovniciam uz nemozno pridaf nijaky parameter (pred-
pokladat daldi kauzdlny vztah), lebo tak by sa stali podidentifikovanymi. Bolo by to
moZné urobit iba vtedy, ak by empiricky test modelu ukézal, Ze daktory predpo-
kladany vztah sa empirickymi tdajmi nepotvrdzuje a kauzalnu &truktiéru treba
modifikovat. Z takého istého ddévodu tiez nemozno predpokladat obojsmerny
kauzdlny vztah medzi X; a Xg, ale tito meritérne nepochybni siivislost treba riesit
zavedenim exogénnej premennej Zs.(10)

Styri preidentifikované rovnice umoziiuju test modelu. V tomto modeli je teore-
ticky mozné predpokladat 60 priamych kauzdlnych vztahov medzi exogénnymi
a endogénnymi premennymi, ako aj medzi endogénnymi premennymi navzijom.
Sustava rovnic obsahuje iba 24 z nich (24 parametrov). Testovat teda mozno zvys-

(10} Zavedenie exogénnej premennej Z5 do modelu m4 viacero funkcii. UmozZnuje nielen rozlidit
hodnoty premennej veliéiny, Groven socialistického presvedéenia v ¢ase t a ¢ — 1, ale a) (aspon
¢lastotne) zdovodnit odhliadanie od inych mozZnych vplyvov. Je totiz zrejmé, Ze iroven socialis-
tického presvedéenia sa u posluchédéov politického vzdeldvania SZM ani zdaleka neutvira iba
pod vplvvom tohto procesu. Iné vplyvy viak treba pripustnymi spésobmi izolovat. Bez takejto
abstrakcie nie je mozné skumat kauzalny vztah.

V tomto zmysle je exogénna premenns Zs velmi vyhodna. Ak sa ju podari zmeraf v ¢aset — 1,
vystupuje ako danost, s ktorou posluchééi vstupuji do vzdelavacieho procesu. Porovnanim
hodndt Zs s hodnotami X¢ nameranymi v 8ase ¢ (po absolvovani uréitého vzdeldvacieho cyklu)
moino dostat istu aproximdciu zmeny, ktorda nastala v tdrovni socialistického presveddenia
posluchdtov pod vplyvom vlastného politického vzdelavania.

Vedome tu nehovorime o Géinnosti, i ked sa na Géinnost skimanych procesov v sociologickych
vyskumoch tasto usudzuje aj z pozicii ovela menej prepracovanych pristupov. Utinnost (efek-
tivnost) je totiZ vidy pomer, a to pomer medzi vysledkami & prostriedkami, ktoré bolo treba
vinalozit na ich dosiahnutie. Zatial ¢o za istych podmienok by sme uz boli schopni vyjadrif
vysledky tohto procesu (napr. porovnanim hodnét Zs a Xg), otdzka meritérnej identifikdcie
& merania ,prostriedkov’ (v najirSom zmysle) akéhokolvek pdsobenia ostdva edte celkom
otvorend. Otdzok podobného druhu je tu viak edte viac.
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nych 36 parametrov, t. j. v8etky pripady, kde sa kauzdlnou hypotézou nepredpokladi
priamy kauzdlny vztah: f1s = P13 = f1a = P15 = P16 = P2a = Pas = Pos = Pu=
= B35 = f3s = Pae = P56 = fez = P63 = Y21 = Y23 = Y24 = Y25 = Y31 == yap = yu=
= Y35 = Y41 = P42 = Y44 = Y45 = Y51 = Y52 = Y53 = Y55 = Y61 = Y62 = Y63 =)=
= y65 = 0. Empiricky test moze poukdzat na potrebu modifikovat model. Treba fo
vak urobit tak, aby modifikovany model bolo mozné teoreticky zdovodnit a aby
splital poziadavky identifikovatelnosti.

Rovnice daného modelu st identifikovatelne aj v zmysle hodnostnej podmienky,
Neobsahuju identicki kombindciu premennych, ¢o je obzvlast dolezité pre dvojieu
rovnic (5.2) a (5.3) na jednej strane a dvojicu rovnic (5.4) a (5.5) na strane druhej,
Vidno, ze rovnica (5.2) obsahuje iba premennu Zs, kym rovnica (5.3) iba premenni Z;,
Inak obsahuji rovnaké premenné (X, Xo a X3). Obdobne je to v rovniciach (54)
a (5.5) — liSia sa iba tym, Ze prvd obsahuje premennt Z3, kym druhd len premenni Z;,
Ak by uvedené exogénne premenné takto nefigurovali v danych rovniciach, rovnice
by sice splitali radovi podmienku identifikovatelnosti, ale uz by nespliiali hodnostnt
podmienku a v koneénom ddsledku by neboli identifikovateIné.

Po overeni identifikovateInosti rovnic mozno pristipit k hodnoteniu ich parametros
niektorou z vhodnych metdd a k verifikdcii kauzdlneho modelu. Z toho vyplyni,
¢iempirické iidaje a iné teoretické poznatky potvrdzuju formulovant kauzdlnu hypo-
tézu a aka je sila potvrdenych kauzdlnych vztahov v modeli. Ziskaj sa tak poznatky,
ktoré maju nepochybny vyznam napr. pre optimaliziciu procesu politického vzde-
lavania. Mozu pomodct orientovat ideovovychovni priacu napr. na vie miesta, ktoré
sa na akceptorskom pdle skiimaného procesu javia ako citlivejSie, a zdroven zvéli,
ako sa ur¢ivé zmeny jednej zlozky modelu prejavia na inych zlozkdch. Umoznia napr.
zvazit, ¢i a ako sa zvySenie zaujmu posluchdcéov o politické vzdeldvanie prejavi na
priebehu alebo vysledkoch tohto procesu. V pripade iného bidatelského zameru by
v8ak bolo mozné volit aj iny pristup k interpreticii. Zabezpecenie identifikovatel-
nosti rovnic kauzalneho modelu a jej overenie je nevyhnutnym predpokladom pre
povysenie tychto moznosti na skuto¢nost.
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Pezrome

10. Illenk: pobaema maenTHOHKALME YPAaBHEHUH Kay3adbHOIN MOJENTH

Marematnueckast npodsaema njeHTHQUKALME BO3HUKACT B Kay3aJbHOM aHAJIN3e B KAadecTBE
npofeMbl OTIpeJieJIeHNsi M MPOBEPKI YCIOBMIl JUIsi OIEHKN HCKOMBIX [IAPaMeTPOB CTPYK-
TYPHHIX YpaBHEHMIT HA OCHOBAHMH OHMIMpPUYECKH oOHapysKeHHHX JaHHHIX. llapamerpsr
CTPYKTYPHBIX YpPaBHEHMII MOKHO M3 SMIOMPHYECKUX JAHHBIX ONPeJeJUThL TOJLKO TOIJa,
KOrJla YPOBHEHMA VIACHTHQUIUPYEMHl (T. €. WIAW TOYHO MACHTHOHIIMPOBAHBI MITH JKe CBePX-
TCHTHOHIIIPOBAHEI ). H(mmmenni(Inm,np(mmm(:'rb NPUBOJUT K nmmen’m(bmmpymm(:'m.

B mpomecce mpoBepKHE BO3MOKHOCTH WMJCHTH/IHKAINMN B HEPEKYPCHBHBIX CHCTEMax Haj0
HCIIONB30BATH MOpsiounHoe (HeoOXoammoe) u cTomMocTHOE (J00aBOYHOE) yCIOBHE BO3MOIK-
HOCTH mpeRTHPUKAIU. MOJENH, HECOOTBETCTBYIOMHE HTHM YCJIOBUAM, HEOOXOAUMO MOIU-
(umupoBaTh OMYyCKACMBIMII METOJTAMMH, YTO OBl anarebpaudecKy PemiaTh OTAEILHEIC YpaBHE-
HIISL

B unporecce mporepKn BO3MOMKHOCTH MIAEHTH(GHURAINN B PEKYPCUBHBIX CHCTeMaX HEO0XO-
MO WCIOJB30BaT JiBa OCOORX yciaoBHsA: 1. He MeHee IOJOBHHBI CTPYKTYPHBIX Iapa-
MeTPOB JIOJZKHEl PABHATHCA HOJIO, 2. UMILINIINTHBIE (AKTOPH HE JIOJKHB HAXOAHTLCS BO
B3AMMHOIl Koppeaauun. ITOJHOCTBI) PEeKYPCHUBHbIE CHCTEMbl TOYHO MJAEHTHOUIMPOBAHE,
B CBOK OYepe/b HElJigble CHeTeMBbl cBepXuaenTudunupopanb. CBepXuAeHTHOUIMPOBAHbIE
CHCTEMBI Il YPOBHEHTIsI BO BCEOOIHOCTY [O3BOJSIOT ITPOBEJIcHNe Mofiesn. Ero peayibTaTeM
ABISICTCH iIGTBeP/K/ICHNE MM HEMOITRePIKAeAHe (JACTHYHOE MIM ITOJHOE) MOJIeJIN IMIHPN-
YCCKHUMII JIAHHBIMH.

[Ipn npoBepKe BO3MOKHOCTN MACHTH(UEAUNN B OJIOKOBO-PEKYPCHBHBIX CICTEMAX 0CODBIM
c10co0oM COYeTalTCsT NPUHIUIB 000X BbIMEOTMEYeHHEIX METOJIOB.

[TpoBepka BO3MOKHOCTH HAeHTUPUKANNU OOBACHACTCS C TOMOIIBLIC PAAL TTPUMEpOB,
CpGIIH HIX HaAXOJATCA KakK 00mue THNOTETHYECKHE MO/IeJIMT TaK MOJeJb CcO3JJaHHaAa 1153
lCCJIeI0BAHMS TIPOIECCA TIOANTHUECKOTO 00pa3oBaHus.

Summary

Schenk J.: Problem of the Identification of Causal Model Equations

In causal analysis, the mathematical problem of identification arises as a problem
of specification and verification of conditions for evaluating the unknown para-
meters of structural equations on the basis of empirically ascertained data. The
parameters of structural equations may be established from empirical data only on
condition that the equation are identifiable (that is, either exactly identified or
overidentified). Underidentification leads to nonidentifiability.
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In verifying identifiability in nonrecursive_ _systems it is necessary to g
order (necessary) and rank (sufficient) conditions of identifiability, Mode_]gl’ly_!h,
to comply with these conditions must be modified in acceptable ways to m&l‘taengg

algebraic solution of individual equations possible.
The verification of identifiability in recursive systems necessitates the
of two specific conditions: 1. at least one half of the structural param
. Complet

be equal to zero, and 2. implicit factors must not be related by correlation,
recursive systems are exactly identified. while incomplete systems are °Veﬂdentiﬁed_
he mog

In general, overidentified systems and equeations make it possible to test t
The result of such testing, is the corroboration or (either partial or complete)
-corroboration of the model by empirical data. nog-

In verifying the identifiability in block-recursive systems, the principles of both
the above-mentioned approaches enter into specific relations.

The verification of identifiability is illustrated on a number of examples, Tj
include general hypothetical models, as well as a model elaborated for the blm&
of investigating the political-education process.

applicatj
eters 2



