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Kauzálnemu modelovaniu se venuje najma v posledných rokoch široká a systema­
tická pozornost tak v sociologické] metodologii, ako aj priamo vo výskumníckej 
praxi. Je to tak i na pode marxisticko-leninskej sociologie, kde obzvlášť sovietski 
autoři analyzuj ú a rozvíjajú túto problematiku z viacerých hladísk [Andrejenkov 
1979; Blalock—Aganbegjan—Borodkin—Boudon—Capecchi 1977; Bestužev-Lada 
—Varygin—Malachov 1978; Osipov—Andrejenkov 1974; Osipov—Andrejev 1977], 
U nás však kauzálně modelovanie tohto druhu doposial nezapustilo hlbšie kořene.

Ciel'om tejto štúdie je aspoň čiastočne prispieť k minimalizácii existujúceho dlhu 
na jednom — i keď parciálnom, no pre danú problematiku velmi významnom — úse­
ku. Je ním problém identifikácie, ktorý tvoří jednu zo základných matematických 
otázok kauzálneho modelovania. V štúdii zhřňame prediskutované a všeobecne při­
jaté principy riešenia tohto matematického problému tak, aby vystúpili čo možno 
najinštruktívnejšie pre potřeby výskumníckej praxe. V tomto zmysle volíme i meri- 
tórny příklad. ktorým možno ilustrovat niektoré momenty analyzovaného problému.

1. Kauzálně modelovanie111

Kauzálně modelovanie (alebo jeho synonymum — kauzálna analýza) je osobitným 
výskumným postupem, ktorého cielom je odkrývanie kauzálnych vzťahov v zloži- 
tých systémoch premenných veličin s využitím empirických (statistických) údajov. 
Vzniklo v súvislostí s analýzou možností zisťovania a potvrdzovania kauzálnych 
súvislostí zo získaných statistických údajov, na základe problematiky zdánlivých 
korelácií a rozvinutím metod korelačnej a regresnej analýzy. Zmyslom kauzálneho 
modelu je odkryt a verifikovat štruktúru kauzálnych vzíahov v presne vymedzenom 
systéme premenných veličin a kvantitativné hodnotit silu zistených kauzálnych 
súvislostí.

Kauzálně modelovanie nie je teda totožné s akýmkolvek odkrýváním kauzálnych 
vzťahov, je i ba jeho osobitným prípadom. Preto by bolo možné hovořit aj o kauzálnej 
analýze v užšom zmysle. Kauzálně vztahy totiž možno odkrývat aj na základe iných 
prístupov a metod. Kauzálně modelovanie však nie je univerzálnou metodou aj 
z iného dóvodu. Kauzálnymi modelmi sa spravidla zobrazujú systémy sociálnych 
premenných veličin (abstraktně celky). Kauzálně modelovanie neumožňuje odhalit 
imanentný zákon (alebo systém imanentných zákonov) konkrétného celku, dialek­
tické) totality (napr. sociálneho systému). Odhalit takýto zákon konkrétného celku, 
t. j. formu jeho samopohybu, umožňuje iba dialektická analýza a jej produkt — 
vývinová teória. Výsledkom kauzálneho modelovania možu byť nanajvýš idealizačné 
teorie [Černík 1977; Černík—Farkašová—Viceník 1980].

W Pře pochopenie analyzovaného problému uvádzame niekolko nevyhnutných základných 
informácii o kauzálnej analýze a jej hlavných princípoch. Nemožno ich považovat za vyčerpá- 
vajúce. Širšie sme sa niektorými z nich už zaoberali v štúdii [Schenk 1979] a komplexnejšie 
spracovanie problematiky kauzálneho modelovania obsahuje štúdia Metodologické problémy 
modelovania v sociologickém bádaní, ktorú na vydáni# v r. 1981 připravuje Nakladatelstvo 
Pravda.
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Kauzálně modelovanie daného typu sa začalo rozvij ať najma v nemarxistickej 
sociologii (H. A. Simon, H. M. Blalock, R. Boudon, 0. D. Duncan). V mnohom 
nadvázuje na Wrightove práce z genetiky a na ekonometrické modelovanie. V ne­
marxistickej sociologii vychádza z filozoficky nepřijatelného riešenia koncepcie 
kauzality^2) a opiera sa predovšetkým o přístup ex post factum.V metodologii marxis- 
ticko-leninskej sociologie možno a třeba tento postup stavať a zakotvit zdóvodne- 
nejšie. V tomto zmysle třeba přísné respektovat koncepciu kauzality, ako ju rozvíja 
dialektickomaterialistická filozofia a ako sa koncentrované vyjadřuje v principe 
příčinnosti [Naletov 1975 : 14—20J. Navýše aj přístup k odkrývaniu kauzálnych 
súvislostí, ktorý možno pracovně nazvat formuláciou a verifikáciou kauzálnej hypo­
tézy [Schenk 1979 : 359—360].

Pri odkrývaní a zobrazovaní kauzálnych súvislostí v systémech sociálnych sku- 
točností sa v rámci kauzálneho modelovania využívajú rožne typy matematických 
systémov. Sú to systémy rekurzívně, nerekurzívne a blokovo-rekurzívne. Prvky 
rekuraimeho systému sú spojené jednosměrnými, lineárnymi a aditívnymi kauzál- 
nymi vzťahmi. V nerekura-onycK systémoch móžu byť kauzálně vztahy medzi niekto- 
rými prvkami (odvodenými alebo endogénnymi zložkami modelu) obojsmerné, kým 
medzi inými (základnými alebo exogénnymi na jednej straně a odvodenými na straně 
druhej) musia byť jednosměrné. V blokovo-re.kurzívnych systémoch sa na základe 
určitých teoretických dóvodov prvky združujú do jednotlivých blokov. Kauzálně 
vztahy medzi blokmi musia byť jednosměrné, no vo vnútri každého bloku móžu byt 
i obojsmerné.

Všetky zložky kauzálneho modelu musia mať charakter premenných veličin 
Vzhladom na to, že metody kauzálneho modelovania sú rozvinutím korelačně 
a regresnej analýzy, mali by to byť aspoň intervalové znaky. Za určitých podmienok 
však možno použit aj nominálně (najma dichotomizované) a ordinálne znaky alebo 
niektoré transformácie (napr. na tzv. dummy premenné). V kauzálnej analýze možno 
pracovat tak so Standardizovanými, ako aj s neštandardizovanými premennými 
veličinami a parametrami. Předpokládá sa dostatočne velká výskumná vzorka. 
Vstupné údaje modelu spravidla tvoří matica jednoduchých korelačných alebo regres- 
ných koeficientov. Vstupné údaje modelu sa s využitím jednotlivých metod kauzálnej 
analýzy (v rekurzívnych systémoch napr. s využitím Simonovej —Blalockovej 
metody, patli analýzy a analýzy závislosti, resp. metody obyčajných najmensích 
štvorcov, v nerekurzívnych systémoch zasa napr. s využitím metody nepriamych 
štvorcov alebo dvojstupňových najmensích štvorcov) analyzujú tak, aby sa 1. odkryli 
priame a nepriame kauzálně vztahy medzi zložkami modelu, 2. parametrami pří­
slušných rovnic kvantitativné vyjádřila sila ich závislostí a 3. testováním modelu 
potvrdila primeranosť empirickým údajom.

Systém premenných veličin, ktorého kauzálna štruktúra sa odkrývá, musí byt 
presne vymedzený a úplný tak z hradiska meritórneho, ako aj z hradiska formálneho. 
To vyžaduje presne stanovit úroveň v teoretickej hierarchii, na ktorej sa systém 
vymedzuje, a explicitně rozhodnúť o tom, ktoré jeho zložky už v danom rámci ne­
možno (alebo netřeba) vysvětlit. Tieto zložky sa nazývajú základnými alebo exo­
génnymi. Zložky modelu, ktoré sú nimi určené, sa nazývajú odvodenými alebo

<2> Poměrně velmi typická je v tomto zmysle napr. scientisticky laděná koncepcia, v ktorej ss 
zveličuje rozdiel medzi „filozofickým“ a „špeciálnovedným“ prístupom ku skúmaniu kauzality. 
Tak napr. J. Galtung tvrdí, že najrozumnejší je operacionálny alebo operatívny přístup k problé­
mu kauzality [Blalock—Aganbegjan —Borodkin — Boudon — Capeechi 1977 : 39].
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endogénnymi.*3) Spolu sú to explicitně činitele modelu. Okrem nich kauzálně modely 
obsahujú ešte i tzv. implicitně činitele. Spravidla sa nimi označuje pósobenie modelom 
nezohladnených skutočností na explicitně činitele. Kauzálny model — tak isto ako 
každý iný model — totiž charakterizuje i specifické zjednodušené zobrazenie objektu. 
Implicitnými činitelmi však možno vyjádřit napr. aj chyby, ku ktorým dochádza 
při meraní explicitných zložiek modelu. Na tomto principe sa zakladajú Specifické 
kauzálně modely s náhodnými (napr. modely s viacnásobnými indikátormi a nemera- 
nými premennými) i s nie náhodnými chybami pri meraní. Takto vybudovaný 
kauzálny model je úplný a každá jeho zložka je úplné vymedzená předpokládanými 
priamymi a nepriamymi kauzálnymi vztahmi s inými zložkami modelu a působením 
příslušného implicitného činitePa.

Z metodologického hPadiska možno základné kroky kauzálnej analýzy vyjádřit 
napr. schémou: KH—KS—SSR—MR—I. Východiskom je vybudovanie teoretic­
kého modelu skúmaných skutočností, resp. formulovanie určitej kauzálnej hypo­
tézy (KH) a jej zdóvodnenie existujúcimi teoretickými poznatkami, připadne údajmi . 
Niekedy možno formulovat i viac alternatívnych kauzálnych hypotéz. Každá KH 
sa transformuje do kauzálnej schémy (KS), t. j. do grafu, ktorého orientované hrany 
vyjadrujú předpokládané kauzálně súvislosti. Kauzálna schéma sa matematicky 
vyjádří systémom štruktúrnych rovnic (Si§R) a určí sa, či ide o systém rekurzívny, 
nerekurzívny alebo blokovo-rekurzívny. Po preverení identifikovatelnosti týchto 
rovnic a v niektorých případech i po predbežnom testovaní, ktorého cielom je 
vybrat tú z alternatívnych KH, ktorú v najvyššom stupni potvrdzujú empirické 
údaje, alebo redukovat póvodný počet alternatívnych hypotéz, sa s pomocou mode­
lových rovnic (JÍT?) a v závislosti na zvolenej metóde hodnotia sledované parametre 
rovnic. Interpretácii (Z) spravidla ešte predchádza i testovanie modelu.

Ako vidno, matematický problém identifikácie, ktorým sa zaoberáme v tejto 
štúdii, má v kauzálnom modelovaní osobitné miesto a význam. Plné ich však možno 
pochopit len so zretePom na celý modelovací cyklus.

Toto na prvý pohPad evidentně konštatovanie je osobitné důležité. Třeba naň 
upozornit v súvislosti s príkladmi kauzálnych modelov, ktoré sa uvádzajú v ďalšom 
texte. Vztahuje sa na všeobecné hypotetické kauzálně modely a najma na kon­
krétny kauzálny model, ktorý sa uvádza v záverečnej časti štúdie ako meritórny 
příklad. Pre zachovanie kontinuity textu sa preto k niektorým z týchto otázok 
vrátíme na příslušném mieste.

2. Identifikácia a jej varianty

Matematický problém identifikácie třeba riešit pri modelovaní rekurzívnych, nere- 
kurzívnych i blokovo-rekurzívnych systémov. Je jedným zo základných predpokla- 
dov hodnotenia a interpretácie parametrov a rovnic v metodách kauzálnej analýzy. 
Navýše vePmi úzko súvisí s možnosťami overenia kauzálnej hypotézy v tom zmysle, 
či ju získané empirické údaje potvrdzujú úplné, čiastočne, alebo vůbec nepotvrdzujú.

<3) Exogénne premenné sú v kauzálnom modelovaní vždy nezávislé na endogénnych. Rozlišujú 
sa dva druhy exogénnych premenných: 1. vlastně exogénne premenné a 2. časovo oneskorené 
hodnoty endogénnych premenných [Blalock 1975 : 440]. Exogénne premenné nie sú v danom 
modeli určované nijakými inými jeho explicitnými zložkami. Niekedy však (napr. v rámci path 
analýzy) sa využívajú aj empiricky zistené korelácie medzi exogénnymi premennými, ale to nemá 
charakter kauzálnej interpretácie.

Premenné, ktoré sú v modeli určené aspoň jedným priamym kauzálnym vzťahom k inej pre- 
mennej modelu, sú endogénne premenné. Spravidla (podlá kauzálnej hypotézy) bývajú určené aj 
nepriamymi kauzálnymi vztahmi („prostredníctvom“ inej premennej) a prislúchajúcimi impli­
citnými činitelmi. V tomto zmysle sú endogénne premenné plné určené v danom kauzálnom 
modeli.
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Velmi všeobecne možno povedať, že problém identifikácie je problémom overenia 
matematicky stanovených podmienok, pri splnění ktorých možno určiť (hodnotit) 
neznáme parametre štruktúrnych rovnic na základe empiricky zistených údajov. 
Je to teda predovšetkým problém určenia a overenia podmienok pre hodnotenie 
hladaných parametrov štruktúrnych rovnic. Funkciou týchto parametrov je vy­
jádřit stupeň kauzálnej závislosti medzi příslušnými zložkami modelu.

Ak v zmysle týchto matematických podmienok možno hladané parametre (koe­
ficienty) určit z empirických údajov, dané parametre (alebo rovnice) sú identijikom- 
telné. Tu však zároveň vzniká i otázka, či možno všetky parametre zo všetkých 
rovnic určit jednoznačné. Vtedy, keď riešením všetkých rovnic možno získat iba 
jedno určenie (hodnotenie) každého hîadaného paramétra, všetky parametre sú 
presne identifikované. Móže sa však stať i to, že na základe všetkých rovnic dostaneme 
viac určení jedného paramétra (napr. z dvoch róznych rovnic dve rožne určenia 
jedného a toho istého paramétra), alebo daná rovnica obsahuje viac empirických 
údajov, než je nevyhnutné pre jednoznačné určenie dajakého paramétra. V tomto 
případe ide o preidentifikovanosť, a to bud o preidentifikovanosť celej sústavy rovnic 
alebo o preidentifikovanosť danej rovnice. Přesná identifikovanosť a preidentifiko­
vanosť sú dva varianty identifikovatelnosti.

V kauzálnej analýze třeba počítat i s možnosťou neidentifikovatelnosti. Dochádza 
k nej vtedy, ked na základe empiricky zistených údajov nemožno určiť hladané para­
metre štruktúrnych rovnic. Neidentifikovatelnosť je dósledkom podidentifikoiwisti 
niektorých rovnic. Podidentifikovaná rovnica obsahuje menej empirických údajov, 
než je nevyhnutné na určenie jedného alebo viacerých parametrov. Sústava rovnic 
móže obsahovat aj viac podidentifikovaných rovnic. Podidentifikované sústavy 
obsahujú viac neznámých parametrov, než je možné určiť daným počtem rovnic.

3. Podmienky identifikovaternosti

Pri ověřovaní identifikovatelnosti rovnic nepostačujú iba vyššie uvedené všeobecné 
poznatky. Třeba použit jednoznačné formulované kritériá. Vyjadřuje ich tzv. ne­
vyhnutná a dostatočná podmienka identifikovatelnosti. Vyčerpávajůca formulácia 
oboch podmienok sa opiera o využitie náročnejšieho matematického aparátu a rozvíja 
sa predovšetkým na pode ekonometrie. Vzhladom na potřeby kauzálnej analýzy 
v sociologickom bádaní možno však obe podmienky vyjádřit aj jednoduchsie, ale 
to neznamená, že menej presne [porov. Blalock 1969 : 64—64; Blalock 1975 : 502 až 
505: Duncan 1975 : 83; Hušek—Walter 1976 : 144—156; Koopmans 1971 a pod.].

Nevyhnutná podmienka identifikovatelnosti štruktúrnej rovnice.

Nevyhnutná (avšak nie dostatočná) podmienka identifikovatelnosti štruktúrnej rov­
nice sa nazýva i řádovou podmienkou („order condition“). Vychádza sa tu z toho, 
že model, ktorý obsahuje počet k endogénnych premenných, musí obsahovat aj 
počet k rovnic na hodnotenie příslušných parametrov. Každá rovnica určuje jednu 
endogénnu premennú, a preto třeba vytvořit tolko rovnic, kolko je endogénnych 
premenných. Aby daná rovnica bola identifikovatelná, počet premenných, ktoré 
třeba vylúčiť z danej rovnice (t. j. nepředpokládat kauzálně súvislosti medzi endo- 
génnou premennou, ktorú určuje daná rovnica, a inými premennými modelu), musí 
byť prinajmenšom rovný počtu endogénnych premenných modelu mínus jedna, 
t. j. k — 1.

Ak počet premenných, ktorých pósobenie je vylúčené (nepředpokládá sa) z danej 
rovnice, označíme ako G, móžu nastat tri možnosti:
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I.
II.

III.

G — k - 1
G > k - 1
G <k - 1

So zretelom na uvedenú podmienku platí, že rovnica je identifikovatelná aj v pří­
pade I. aj v případe II. Přitom, ak G = k — 1, rovnica je presne identifikovaná, 
zadal čo vtedy, ak G > k — 1, rovnica je preidentifikovaná, lebo sa z nej vylúčilo 
viac ako nevyhnutných k — 1 premenných. Třetí případ reprezentuje situáciu, 
v ktorej je rovnica podidentifikovaná a teda neidentifikovatelná. Vylúčilo sa z nej 
menej než nevyhnutných k — 1 premenných (krajnou možnosťou je, že obsahuje 
všetky premenné modelu).

Dostatečná podmienka identifikovatelnosti štruktúrnej rovnice
Dostatečná podmienka identifikovatelnosti štruktúrnej rovnice sa nazýva i hod- 
nostnou podmienkou („rank condition“). Stanovuje sa ňou, že každá rovnica musí 
byť rózna tak od ostatných rovnic, ako aj od všetkých možných lineárnych kombinácií 
týchto rovnic. To znamená, že dve alebo viac rovnic nesmú obsahovat identickú 
kombináciu premenných a že k nijakej z rovnic nemožno dospieť aj lineárnou kom- 
bináciou (napr. súčtom) niektorých alebo všetkých zvyšujúcich rovnic.

V celom radě prípadov, najma při použití náročnejšieho matematického aparátu 
(maticového počtu) a tzv. redukovaných tvarov rovnic/4* sa hodnostná podmienka 
považuje za nevyhnutnú a zároveň aj dostatočnú podmienku identifikovatelnosti 
[Blalock 1975:502—505; Hušek—Walter 1976 : 152; Koopmans 1971 : 169]. Možno 
ju totiž určit na základe hodnosti matice štruktúrnych parametrov modelu a jej 
determinantu.

4. IdentifikovateTnosť v nerekurzívnych systémech

Riešenie problému identifikácie vo všeobecnej podobě nepostačuje. Vyžaduje 
ilustráciu. Predpokladajme hypotetický, velmi jednoduchý nerekurzívny model 
(t. j. model, v ktorom kauzálně vztahy medzi exogénnymi a endogénnymi premenný- 
mi musia byť jednosměrné, kým vztahy medzi endogénnymi navzájem móžu byť 
obojsmerné, pričom takto spáté musia byť aspoň dve endogénne premenné), ktorý 
je zobrazený kauzálnou schémou na obr. č. 1. Model tvoria 4 zložky: 2 vzájomne sa 
ovplyvňujúce endogénne premenné /Ti a X2 (spolu s prislúchajúcimi implicitnými 
činitelmi ei a e^, ako aj dve exogénne premenné veličiny Z] a Z2/5) Orientované 
hrany vyjadrujú předpokládané kauzálně závislosti.

Pre tento model možno zostaviť sústavu štruktúrnych rovnic, ktorá pozostáva 
z dvoch rovnic: z rovnice (1.1) pre endogénnu premennú A\ a z rovnice (1.2) pre 
endogénnu rovnicu X2. Pre zřetelné rozlíšenie súvislostí vztahy medzi endogénnymi

(4> Redukované tvary rovnic vznikajú takou jednoduchou úpravou štruktúrnych rovnic, 
při ktorej sa endogénne premenné vyjadria ako funkcie iba exogénnych premenných a prislú- 
chajúcich implicitných činitelov. To znamená, že v rovnici pre každá endogénnu premennú sa 
už nesmie vyskytovat nijaká iná endogénna premenná veličina.

<5> V nerekurzívnych systémoch sa exogénne premenné označujú Zi a endogénne Xi. Je to ne­
vyhnutné pre specifické operácie pri budováni redukovaných tvarov rovnic a pře vyčleňovanie 
tzv. inštrumentálnych premenných, ktoré umožňujú osobitné postupy identifikácie a hodnotenia 
parametrov [Duncan 1975 : 70, 82 — 84, 124—125, 134—135].

Vo funkcii inštrumentálnej premennej vystupujú exogénne veličiny Zi. Premenná Z\ je vzMa- 
dom na (obojsmerný) kauzálny vztah veličin JTi a X2 inštrumentálnou proměnnou vtedy, ak 
priamo alebo nepriamo podmieňuje Xi, ale priamo neovplyvňuje X2; premennú Xa móže určovat 
iba nepriamo — prostrednictvom Xi. Z\ přitom nesmie korelovat s implicitným činitelem 
premennej Xg, t. j. s eg.
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Schema 1

e2

pramennými sa označujú parametrami typu p^, kým vztahy medzi exogénnouaendo- 
génnou veličinou zasa parametrami typu yij. Přitom a i je konstanta regresnej priamky.

(1.1) , ^i = «i + ^12^2 + yn^i + ei
(1.2) Xí = «2 + ^21^1 + 722^2 + 62

Model obsahuje k = "2 endogénne pramenné a teda 2 štruktúrne rovnice. Radová 
podmienka identifikovatelnosti vyžaduje, aby sa z každej rovnice vylúčila prinaj- 
menšom k — 1 = 1 pramenná/6) To znamená, že aspoň v jednom případe nemožno 
předpokládat kauzálny vztah medzi danou endogénnou pramennou a niektorou 
z dalších pramenných modelu. Obe rovnice túto podmienku spíňajú v plnom rozsahu: 
předpokládáme, že Zy kauzálně neposobí na X2 a že Z^ nespósobuje zasa Xi; para­
metre, ktoré vyjadrujú tieto vztahy, by tedy mali byť rovné nule, t. j. y21 = yi2 = 0. 
Model má celkove 4 explicitně pramenné (2 exogénne a 2 endogénne), no každá rov- 
nica obsahuje iba 3 pramenné. V oboch prípadoch je teda v uvedenom zmysle z nich 
vylúčená presne k — 1 = 1 pramenná. Obe rovnice sú preto presne identifikované. 
Zároveň neobsahujú identickú kombináciu pramenných: Zi sa vyskytuje len v rov­
nici (1.1) a Z^ len v rovnici (1.2).

Z toho je zřejmé, že na identifikovanie obojsmerného kauzálneho vztahu medzi li 
a X2 nestačí ani zavedenie jednej Zj do modelu, ani obe exogénne pramenné sa nesmú 
naraz vyskytovat v oboch rovniciach. Ak by sme totiž model budovali iba s jednouZ), 
ktorá by podmieňovala obe endogénne pramenné, rovnice by bolí nevyhnutné pod- 
identifikované, lebo by obsahovali všetky pramenné modelu. Ak by v modelis jed­
nou Z, bolo možné předpokládat iba jej súvislosť s jednou endogénnou premennou 
(napr. s Xi), potom by rovnica pře X2 bola sice presne identifikovaná, ale rovnicí 
pre Xi by sa stala podidentifikovaná. Ak by Zi i Z2 kauzálně súviseli s obomaendo- 
génnymi premennými, obidve štruktúrne rovnice by holi nevyhnutné podidentifi- 
kované.

Eahko sa však móže stať, že z róznych dóvodov nebude možné udržať jeden z před- 
pokladov modelu na obr. č. 1, konkrétné předpoklad, že exogénna premenná Zi 
kauzálně neposobí na endogénnu premennú X2 a druhá exogénna premenná Z2 zasa 
na endogénnu premennú Xv Zrušenie tohto předpokladu — ako sme si mohli už

(6) Vynechanie k — 1 premennej z rovnice možno nahradit aj inou podmienkou. Z rovnice 
netřeba vynechat k — 1 premennú vtedy, ak sú hodnoty příslušných parametrov už «prk 
máme a netřeba ich získávat z empirických údajov [Blalock 1975 : 510], To však je aituáca 
zatial privefmi zriedkavá.
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všimnúť — vedie k podidentifikovanosti oboch rovnic. V takomto případe sa nepří­
jemným následkom neidentifikovatelnosti možno vyhnúť iba tak že sa model 
rozšíří. Třeba doň zahrňút dve nové exogénne premenné, napr. Z3 a Z^. Opátovne třeba 
předpokládat, že Z«. pósobí iba na Xi a už nie aj na Ji2, kým Z4 iba na Xo a už nie 
aj na JTi. Rozšířený model je zobrazený kauzálnou schémou 2.

Schéma 2

Platí preň sústava štruktúrnych rovnic (2.1) —(2.2):
(2.1) Zi = «i + ^12X2 + 711Z1 4- 712Z2 + P13Z3 -4 ei
(2.2) X2 = «2 + 321X1 4* 721^1 + 722^2 4- 724X4 4- 62

Aj tu platí že zavedeme jednej novej Z\ do modelu nerieši problém identifikovatel- 
nosti oboch rovnic a že obe nové exogénne premenné (Z3 a Z4) sa nesmú naraz 
vyskytovat v oboch rovniciach. Za týchto podmienok sú obe rovnice rozšířeného 
modelu presne identifikované. Model obsahuje 6 explicitných proměnných (4 exo­
génne a 2 endogénne) a každá rovnica iba 5 z nich, čiže spíňa požiadavku vylúčenia 
právě k — 1 = 1 premennej tak z rovnice (2.1), ako aj z rovnice (2.2). Obe rovnice 
tiež neobsahujú identická kombináciu premenných: v rovnici (2.1) sa nevysky­
tuje Z4 a v rovnici (2.2) zasa Z3.

Ak by sme model rozšířili iba o jednu exogénnu premennú — bud o Z3 alebo o Z4 — 
za předpokladu, že pósobí tak na Xi, ako i na X2, oberovnice by bolipodidentifikované 
a ich parametre by teda nebolo možné určit na základe empiricky získaných údajov. 
Za předpokladu, že jedna nová exogénna premenná by pósobila iba na jednu endo- 
génnu, rovnica, v ktorej by sa táto nová premenná vyskytovala, by bola podidenti- 
(ikovaná a rovnica, v ktorej by sa nevyskytovala. by bola presne identifikovaná. 
Napokon, ak by obe nové exogénne premenné kauzálně podmieňovali obe endogénne 
premenné, obidve rovnice by boli nevyhnutné podidentifikované. Model by bolo třeba 
znovu rozšířit o dve dalšie exogénne premenné (napr. Z5 a Zs), z ktorých každá by 
ovplyvňovala iba jednu endogénnu premennú.

Osobitne si třeba všimnúť ešte jeden dóležitý variant. Ak by sme mali model 
(porov. schému 3), vktorom Z\ a Z3 kauzálně podmieňujú ibaendogénnu premennú Zi 
na jednej straně a Z2 a Z4 zasa iba endogénnu premennú X2 na straně druhej, obe 
rovnice by boli preidentifikované. Z každej z nich by bolo totiž vylúčené pósobenie 
dvoch premenných: z rovnice (3.1) pósobenie Zg a Z4 a z rovnice (3.2) zasa póso­
benie Zi a Z3. A to je viac než požiadavka vylúčenia ¿—1=1 premennej z každej
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Schéma 3

rovnice. Model totiž obsahuje 6 explicitných premenných, no každá rovnice iba 
4 z nich.
(3.1)
(3.2)

Ai = «i + ^12^9 4- ynZy + 713X3 + 81
Až = «2 + /?2]A1 + 722X2 + 724X4 + 82

Preidentifikované rovnice sú však z istého hradiska velmi výhodné — umožňujů 
testovanie modelu. Předpoklady o neexistencii kauzálneho vztahu medzi exogénnymi 
a endogénnymi premennými (v danom případe 712 = 714 = 721 — 723 = 0) alebo 
medzi endogénnymi proměnnými navzájom (s čím sa však v danom modeli nestře- 
táme) možno konfrontovat s empiricky zistenými údajmi. resp. příslušnými para- 
metrami vypočítanými na základe týchto údajov a zistiť. či sa model empirickými 
údajmi potvrdzuje, alebo nie. Vztahy medzi exogénnymi premennými navzájom 
neprichádzajú do úvahy na testovanie modelu, lebo sa ním nevysvetfujú.

Při ověřovaní identifikovateTnosti štruktúrnych rovnic v zložitejších modeloch 
s váčším počtom premenných třeba postupovat analogicky. Problém identifikovatel- 
nosti štruktúrnej rovnice vyžaduje, aby kauzálny model obsahoval dostatočný počet 
exogénnych premenných. Přitom však třeba předpokládat i dostatočný počet 
takých prípadov, v ktorých neexistuji! kauzálně súvislosti ani medzi exogénnymi 
a endogénnymi premennými, ani medzi endogénnymi premennými navzájom. 
Donekonečna totiž model nemožno rozšiřovat a model s váčším počtom obojsmerných 
súvislosti medzi všetkými endogénnymi veličinami by vyžadoval právě příliš velký 
počet exogénnych premenných. Z tohto důvodu v nerekurzívnych systémoch třeba 
předpokládat a samozřejmé i teoreticky zdůvodnit a empiricky potvrdit, že vzájomné 
vztahy existuji! iba medzi niektorými endogénnymi premennými a že v iných prí- 
padoch medzi endogénnymi premennými existujú iba vztahy jednosměrné alebo ne- 
existujú nijaké. Předpoklad, že by všetky zložky kauzálneho modelu medzi sebou 
súviseli (presnejšie, že by všetky exogénne premenné podmieňovali všetky endo- 
génne a všetky endogénne medzi sebou súviseli obojsmerne), je jedným zo znakov 
teoretickej nedopracovanosti kauzálneho modelu.

Rozširovanie a zužovanie kauzálneho modelu má napokon i praktické limitácie. 
Vždy je lahšie zužovat kauzálny model: povedzme na základe teoretického zdovodne- 
nia alebo preto, lebo dajakú súvislosť nepotvrdzujú empirické údaje. Rozširovanie 
kauzálneho modelu je prakticky možné len v rámci tých exogénnych premenných, 
ktoré sa v danom případe empiricky sledovali. Inak nemožno hodnotit příslušné
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parametre — nie sú k dispozícii potřebné vstupné údaje modelu. Ak sa vynoří potřeba 
obohatit model o také premenné, ktoré sa doposial nesledovali i empiricky, třeba 
koncipovat nový, širší výskům. I z toho vidno, že na dopracovanosť kauzálnej hypo­
tézy sa kladů poměrně vysoké nároky.

5. Identifikovaternosť v rekurzívnych systémech

V rekurzívnych systémoch možno předpokládat iba jednosměrné lineárně a aditivně 
kauzálně vztahy rnedzi zložkami modelu. Problém identifikácie tu má tú istú pod­
statu, ale niektoré osobitné črty. Identifikovaternosť štruktúrnych rovnic rekurzív- 
neho systému nemožno preverovať bezprostředné na základe rádovej a hodnostnej 
podmienky. Vyžaduje iné, konkretizované kritériá.

Výstižné to možno ilustrovat na příklade úplného rekurzívneho systému. Úplný 
rekurzívny systém obsahuje všetky teoreticky možné jednosměrné kauzálně vztahy 
medzi zložkami modelu. Předpokládá jme hypotetický úplný rekurzívny systém 
s 5 zložkami: s jednou exogénnou premennou A^ a štyrmi endogénnymi premen- 
nými A2, A3, A4 a A5 (porov. schému 4). V zmysle rádovej podmienky by z každej

Schéma 4 ;:ý V^'

rovnice málo byť vylúčené pósobenie prinajmenšom 3 premenných ^k = 4, k — 1 = 3j. 
Presne identifikovaná rovnica teda móže obsahovat iba dve premenné (model má 
spolu 5 explicitných pramenných). Na prvý pohlad vidno, že v sústave štruktúrnych 
rovnic (4.1) —(4.4)
Ú.l) A2 = PíiXx — 63
(4.2) A3 = p31Xi + ^32^2 + e3
(4.3) A4 = ^41Ai + ^42^2 + P43X3 + 64
(4.4) A5 = PáiXi + @52X2 + /J53A3 + P54X4 + 65

túto požiadavku spíňa iba rovnica (4.1) a zvyšujúce rovnice už nie. Okrem toho 
každá ďalšia rovnica obsahuje všetky predchádzajúce premenné: rovnica pre A3 
obsahuje Ai, rovnica pre A3 obsahuje tak Ai, ako aj A2, rovnica pre A4 obsahuje Ai, 
A2 aj A3 a pod. Zdálo by sa teda, že úplný rekurzívny systém je neidentifikovatelný.

Identifikovatelnosť rovnic i celého modelu tu však závisí na dvoch osobitných pod- 
mienkach. Prvou z nich je podmienka, aby pólovica štruktúrnych parametrov sa rovnala 
nule. Druhou podinienkou sa vyžaduje vzájomná nekorelovanost implicitných Činítetov.
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Prvá podmienka vyplývá priaino z predpokladov rekurzívneho systému. Jedným 
z nich sa zdóvodňuje jednosmernosť kauzálnych súvislostí, t. j. vylúčenie vzájomného 
pdsobenia medzi jednotlivými premennými. V rekurzívnom systéme móže proměn­
ná Xi kauzálně podmieňovať premennú Xa, ale Xa už nesmie spatné pósobiťnali, 
Preto i parameter ^21 bude rózny od nuly, kým parameter ^ya sa zasa má rovnat nule. 
V úplnom rekurzívnom systéme sa preto musí rovnat nule presne polovica struk- 
túrnych parametrov.

Parametre sústavy rovnic úplného rekurzívneho systému možno vyjádřit aj v po­
době matice, napr. matice B [Hušek—Walter 1976 : 185], Matica B pre model na 
schéme 4 bude mať podobu:

1 0 0 0 0
£21 1 0 0 0

B = ■ ^31 ^32 1 0 0
^41 P« 3^3 1 0
Psi P&2 3&3 3&4 1

Matica štruktúrnych parametrov rekurzívneho systému je teda trojuholníková matica 
s nulovými prvkami nad hlavnou diagonálou.

Ak by sa nad hlavnou diagonálou vyskytli dajaké nenulové prvky, znamenalo by 
to, že model nemá rekurzívny charakter. Na druhej straně, ak by sa nulové prvky 
vyskytli pod hlavnou diagonálou, to by zasa znamenalo, že sa nejedná o úplný re­
kurzívny systém, ale o taký rekurzívny systém, v ktorom neexistujú dajaké z teore­
ticky možných jednosměrných kauzálnych vzťahov medzi zložkami modelu. Kedže 
jednotlivé riadky a štipce matice zodpovedajú jednotlivým premenným veličinám, 
jednotky v hlavnej diagonále matice označujú iba to, že súvislosť každej premennej 
so sebou samou sa rovná jedna.

Druhá podmienka (vzájomná nekorelovanosť implicitných činitelov) je zložitejšia. 
V úplnom rekurzívnom systéme musí platit, že E^a, gj) = 0 pre všetky i 4 j- Inými 
slovami to znamená, že zavádzame matematické očakávania (X), v zmysle ktorých 
nijaká zo všetkých možných dvojíc implicitných činitelov nevykazuje nenulová 
koreláciu. Implicitně činitele nesmú vzájomne korelovat (alebo — čo je to isté - 
implicitný činitel napr. premennej Xi, t. j. ei, nesmie korelovat s premennou ^atd.J, 
lebo v opačnom případe nemožno v statickéj formulácii modelu „vyčlenit“ kvanti­
tativný podiel jednotlivých premenných na sledovanej závislosti s endogénnou pře­
měnou a rovnice sa stávajú podidentifikované.

Tento předpoklad analyzoval už H. A. Simon [Simon 1971 : 10—16]. Dokázal, že 
aj v najjednoduchšom modeli s dvoma, resp. tromi premennými možno z empiricky 
zistenej korelácie usudzovať na kauzálnu závislost iba vtedy, ak možno zdóvodnit 
časovú následnosť premenných a ak ich implicitně činitele navzájom nekorelujú. 
Širšie túto problematiku rozvinul R. Boudon. Dokázal, že koeficienty (štruktúrne 
parametre) sú identifikovatelné len vtedy, ak nemožno nájsť dajakú nediagonálnu 
maticu P, pri ktorej by PA mala štruktúru identickú s maticou A zodpovedajúcou 
příslušnému kauzálnemu modelu. Nevyhnutnou podmienkou identifikovatelnosti 
koeficientov (v tomto případe koeficientov závislosti) je v rekurzívnom systéme 
nekorelovanosť implicitných činitelov [Boudon 1971 : 251 an.].

V tejto súvislosti třeba pripomenúť, že daný předpoklad musí čiastočne platit aj 
v nerekurzívnych systémech. Jednou z ich požiadaviek totiž je, aby vztahy medzi 
exogénnymi a endogénnymi veličinami holi vždy jednosměrné. Z toho vyplývá, že 
implicitně činitele exogénnych premenných nesmú korelovat s implicitnými činitelmi 
endogénnych alebo s endogénnymi premennými samými. Pre vztah medzi endo-
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génnymi veličinami navzájem už táto podmienka nemusí platit — při obojsmernom 
kauzálnom vztahu dvoch endogénnych premenných budú zrejme korelovat aj ich 
implicitně činitele. A to v takomto případe neznemožňuje identifikáciu příslušných 
parametrov.

Předpoklad vzájomnej nekorelovanosti implicitných činitelov má pre problém 
identifikácie rekurzívnych systémov zásadný význam. O vzájomnom vztahu impli­
citných činitelov třeba vždy vyslovit isté předpoklady. Najčastejšie je to uvedený 
předpoklad o nekorelovanosti. Možno ho však iba zdôvodnit, ale nie empiricky 
potvrdit. Je to tak preto, lebo implicitně činitele sa v danom modeli nemerajú a teda 
nie sú k dispozícii ani empiricky zistitelné hodnoty ich korelačných alebo regresných 
koeficientov. Preto tu osobitný význam nadobúda teoretické zdóvodnenie tejto 
otázky v každom konkrétnom modeli.

V kauzálnej analýze móžu nastat aj situácie, ktoré si vyžadujú vyslovenie iných 
předpokladů  v o vztahu implicitných činitelov. Předpoklad ich vzájomnej nekorelo­
vanosti nemusí byť vždy realistický. Situácia nie je beznádejná vtedy, ak odkryjeme 
a zmeriame spoločné faktory implicitných činitelov a explicitně ich zavedieme do 
rovnic ako dodatkové premenné [Blalock 1975 : 446]. Toto riešenie teda spočívá 
v odkrytí dalšieho faktora, ktorý spósobuje koreláciu medzi póvodnými implicitnými 
činitelmi, v povýšení pôvodnÿch implicitných činitelov na explicitně a zavedení 
nových implicitných činitelov (implicitných činitelov prislúchajúcich dodatkovým 
premenným) do modelu. Preto je nevyhnutné model rozšířit o příslušný počet do­
datkových premenných veličin a nových implicitných činitelov. Třeba to však 
urobit tak, aby pre rozšířený model platil předpoklad o vzájomnej nekorelovanosti 
(nových) implicitných činitelov.

Okrem tohto všeobecného případu móžu nastat ešte dva dóležité špeciálne případy. 
V prvom z nich sú niektoré premenné přesnou lineárnou funkciou (iba a len) iných 
explicitných premenných, takže ich rovnice nebudú obsahovat implicitně činitele 
a nemožno formulovat ani předpoklady týkajúce sa vztahu implicitných činitelov. 
Móže to byť napr. vtedy, ak zdóvodnene předpokládáme, že implicitně činitele x^y- 
jadrujú chyby, ku ktorým dochádza pri meraní veličin, a ak dané premenné meriame 
s nulovou (zanedbatelnou) chybou. Druhý případ je menej extrémny. Vzniká vtedy, 
ked korelácie (exogénnych) premenných vykazujú nad očakávanie vysoké hodnoty 
(nad 0,8 alebo 0,9). To je situácia, ktorá vedie ku vzniku problému multikolinearity. 
V danom případe sice možno parametre identifikovat, ale ich hodnotenie už bude 
prakticky málo užitočné. Východiskom móže byť zavedenie novej exogénnej pre- 
mennej do modelu za presne určených podmienok [porov. Blalock 1975 : 506—507; 
Hušek—Walter 1976 : 108 an.].

Úplný rekurzívny systém, ktorý spíňa obe podmienky (t. j. presne polovica para­
metrov sa rovná nule a implicitně činitele vzájomne nekorelujú) je presne identifi­
kovaný.

V kauzálnej analýze však pracujeme nielen s úplnými rekurzívnymi systémami. 
Zváčša budujeme modely, v ktorých z viacerých dóvodov nepředpokládáme všetky 
teoreticky možné jednosměrné kauzálně vztahy medzi zložkami modelu. V neúplných 
rekurzívnych systémech skutočný počet předpokládaných kauzálnych vzťahov je 
teda menší než ich teoreticky možný počet, ktorý sa pri n prvkoch rovná n . (n — 1 ) : 2.

Neúplné rekurzívně systémy sa vyznačujú preidentifikovanostou sústavy rovnic. 
Možno v nich totiž utvořit viac rovnic, než je nevyhnutné na hodnotenie hladaných 
parametrov. Tak sice možno získat viac hodnotení niektorého (niektorých) paramétra 
z viacerých rovnic, pričom třeba očakávať, že hodnotenia budú rózne, ale na druhej
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straně to má i svoje výhody. Nadbytočné (redundantně) rovnice možno použit predo- 
všetkým na testoDanie modelu.<7> Či sa model empirickými údajmi potvrdzuje, alebo 
nepotvrdzuje (čiastočne, úplné), možno zistiť iba na základe preidentifikovaných 
sústav rovnic/8) Presne identifikované modely v tomto zmysle testovat nemožno. 
Na rozdiel od neúplných rekurzívnych systémov tu nie je k dispozici! také přesné 
a vopred stanovitelné kritérium (vari s výnimkou odhadu znamienka parameirov), 
ako je předpoklad o tom, že parametre, ktoré prislúchajú premennými 6ez kauzálneho 
vztahu, by sa mali rovnat alebo velmi blížit k nule.

V neúplnom rekurzívnom systéme možno do istej miery modifikovat předpoklad 
o vzájomnej nekorelovanosti všetkých implicitných činitelov. Možno ho zmiernii 
v tom zmysle, že implicitně činitele nekoreluji! s tými premennými (alebo s ich impli- 
citnými činitelmi), s kterými vstupujú do ktorejkolvek lineárnej kombinácie [Blalock 
1969 : 49; Štěpánek 1970 : 59J. Inými slevami, implicitně činitele nesmú korelovat 
iba s tými premennými, s ktorými sa snolu nachádzajú v hociktorej z rovnic modelu.

6. IdentifikovátefnosC v blokovo-rekurzívnych systémech

Blokovo-rekurzívny systém je v podstato sústava blokov premenných veličin. Vo 
vnútri týchto blokov móžu existovat tak jednosměrné, ako aj obojsmerné kauzálně 
vztahy. Bloky samy osebe móžu byt (parciálnymi) rekurzívnymi alebo nerekurzív- 
nymi modelmi. Základnou požiadavkou přitom však je, aby vztahy medzi jednotli­
vými blokmi bol i vždy jednosměrné. Blokovo-rekurzívny systém móže napr. tvořit 
7i nerekurživných modelov (alebo blokov, v ktorých existujú obojsmerné kauzálně 
vztahy), ktoré sú však ako celky spojené iba jednosměrnými kauzálnymi vztáhni.

Charakter takéhoto systému podmieňuje aj požiadavky na identifikáciu. Fotnúíri 
jednotlivých blokov závisia od toho, či tam existujú aj obojsmerné vztahy. V takomto 
případe platia podmienky pre previerku identifikovatelnosti v nerekurzívnych 
systémech a vyžaduje sa najma dostatečný počet exogénnych premenných pre 
daný blok. Ak vo vnútri bloku možno předpokládat iba jednosměrné kauzálně 
vztahy, platia samozřejmé požiadavky pre identifikáciu rekurzívnych systémov 
Tieto požiadavky však třeba uplatňovat aj na kauzálně vztahy medzi jednotlivými 
blokmi. Už sme uviedli, že móžu byt iba jednosměrné. Preto ani implicitně činitele 
premenných z jedného bloku nesmú korelovat s implicitnými činitelmi premenných 
z iného bloku. Ak sa za určitých podmienok podaří každý blok reprezentovat jednou 
premennou veličinou (napr. dajakým indexom), blokovo-rekurzívny systém sa stává 
rekurzívnym a obsahuje taký počet (všeobecných, agregovaných) premenných, 
ktorý sa rovná počtu póvodných blokov. Tu už implicitně činitele opat nesmú vzá- 
jomne korelovat.

Problém identifikovatelnosti v blokovo-rekurzívnych modeloch však má este 
i niektoré specifické stránky [Blalock 1975 : 528 — 530; Pirogov—Fedorovskij 1979: 
231 — 235], ktorých ilustrovanie přesahuje možnosti tejto štúdie. V stručnosti třeba 
uviesť, že identifikovatelnosť rovnic takéhoto modelu sa v podstatě komplikuje tým, 
že i endogénne premenné z dajakého blokuj možno považovat za exogénnepremenné

(7) Rozhodnutie o tom, ktoré rovnice preidentifikovanej sústavy sú nadbytočné, nie je jedno­
duchá záležitost a spája sa s celým radom dalších problémov [Blalock 1975; Boudon 1971].

(8) Testovanie modelu závisí od použitej metody kauzálnej analýzy. Napr. v Simonovej— Bis- 
lockovej metóde sa předpoklady o rovnosti parametrov nule (presnejšie přibližné nule, lebo pri 
meraní doehádza k chybám) testujú na základe tzv. predikčných rovnic parciálnymi korelačnými 
koeficientami příslušného rádu, v path analýze a analýze závislosti zasa zodpovedajúcimi mode­
lovými rovnicami a pod.
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vzhladom na bloky 3 + 1, 3 + 2 až j + k. Platí to teda pře ktorýkolvek blok nasle- 
dujúci za blokom j.

K problematiko blokovo-rekurzívnych systémov třeba uviesť ešte jednu poznámku. 
Podnetnosť tohto přístupu je nepochybná. Viedla však H. M. Blalocka, ktorý ideu 
blokovo-rekurzívnych modelov uviedol do záujmového póla sociológov, až k tomu, 
že neoprávněně zveličil jeho možnosti pri budovaní sociologickej teorie [Osipov—An- 
drejenkov 1974 : 170]. Sociologická teóriu skutočne nemožno budovat iba spájaním 
jednotlivých parciálnych modelov do čoraz širšieho blokovo-rekurzívneho modelu, 
induktívnym rozšiřováním a spájaním „malých“ deduktívnych teorií [Blalock 1969].

7. Meritórny příklad

Na ilustráciu niektorých dóležitých stránok matematického problému identifikácie 
uvádzame aj meritórny příklad. Opiera sa o teoretický model z výskumu politického 
vzdelávania SZM. Model vypracoval V. Křivý [Křivý—Schenk 1976]. Kedze v čase 
výskumu sa nerátalo s uskutečněním kauzálnej analýzy tohto typu, póvodnú verziu 
modelu bolo třeba vzhladom na potřeby tejto štúdie čiastočne modifikovat. Změny 
však nemajú zásadný charakter. Třeba pripomenúť, že týmto príkladom sledujeme 
iba problém, ktorý je v centre pozornosti. Rozsah a zameranie štúdie dovolujú 
ostatné otázky bud len stručné naznačit alebo nútia nechať ich (napr. hodnotenie 
parametrov a testovanie modelu) celkom bokom.

Politické vzdelávanie SZM je osobitnou formou ideovovýchovného pósobenia. 
V tomto zmysle je to proces, ktorý možno a třeba situovat medzi dva póly — pól 
emitorský a pól akceptorský (poslucháči vzdelávania). So zřetelem na oba póly možno 
tento proces sledovat a modelovat. Vzhladom na rožne okolnosti možno volit i par­
ciálně pohlady a tak redukovat komplexnost problému. V uvedenom výskume sa 
pozornost koncentrovala na pól akceptorský s tým, že výskumnou úlohou bolo 
zistiť, ako poslucháči politického vzdelávania hodnotia tento proces a jeho zložky. 
V tomto zmysle bol vybudovaný teoretický model procesu politického vzdelávania. 
Jeho zložky zodpovedali tým prvkom skúmaného procesu, ktoré sú podstatné 
z Madiska výskumného záměru. Ako indikátory úrovně zložiek modelu slúžili hod- 
notenia samých poslucháčov vzdelávania. Hodnotenia zvolených stimulov, ktoré 
reprezentovali jednotlivé zložky modelu, sa snímkovali osobitnou napáťovou škálou 
a merali koeficientami konfrontačného napátia |Hirner a kol. 1973], Výsledkem 
merania boli intervalové znaky. Výskumné skúsenosti ukazujú, že použitá metodika 
poskytuje primerane kvalit né empirické informácie.

Kauzálnu hypotézu (teoretický model) možno zobrazit kauzálnou schémou 
(schéma 5). Model obsahuje 11 zložiek. Z toho je 5 exogénnych premenných (Zi — 
výběr tém vzdelávania, Z2 — úroveň lektorov, Z 3 — stupeň novosti odevzdávaných 
poznatkov, Z 4 — forma politického vzdelávania a Z5 — úroveň socialistického 
presvedčenia poslucháčov) a 6 endogénnych premenných (Ai — záujem poslucháčov 
o politické vzdelávanie, X^ — úroveň kontaktu s lektorom, X3 — úroveň aktivity 
poslucháčov na vzdělávaní, X4 — úroveň zvyšovania vědomostí vzděláváním, 
X5 — úroveň vnútorného osvojenia si odevzdávaných poznatkov a názorov a Ar — 
úroveň socialistického presvedčenia poslucháčov).<9>

Z kauzálnej schémy vidno, že model má vlastně štyri úrovně. Na prvej sú skutoč- 
nosti, ktoré poslucháči sami nemóžu ovplyvňovat (Zi až Z4) alebo s kterými vstupujú

(9) Pře zvýšenie prehTadnosti sú z kauzálnej schémy vynechané implicitné činitele endogénnych 
premenných. V sústave rovnic (5.1) až (5.6) sa však už v plnej miere rešpektujú.
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Schéma 5

do vzdelávania ako s danosťami ^Z^. Preto tieto zložky modelu sú exogénne pře­
me nné.

Podlá kauzálnej hypotézy má klučová úlohu v modeli záujem poslucháčov 
o vzdelávanie (X4). Čez něho (2. úroveň) sa transformuje posobenie exogénnych 
premennych na endogénne premenné tretej a štvrtej úrovně. Výnimkou sú iba šúti 
priame vztahy medzi exogénnymi a endogénnymi veličinami, t. j. okrem nepriameho 
vztahu cez Xt aj priame kauzálně vztahy medzi Z^ a Xo, medzi Z^ a X3, medzi & 
a X4 a napokon medzi Z4 a X5. Ako uvidíme, vyžaduje si ich právě identifikovate ■ 
nosť rovnic.

Tretia úroveň modelu reprezentuje priebeh politického vzdelávania (X2 a á'ý 
Štvrtá, posledná úroveň (X4, X5 a Xg) zasa jeho výsledky na akceptorskom p°e- 
Vzdelávanie smeruje ku zvýšeniu a upevneniu úrovně socialistického presvedcen® 
poslucháčov. Socialistické presvedčenie poslucháčov sa tak stává nielen jedny®
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z východísk, ale aj jedným z cieTov celého procesu. Z toho vyplývá i situovanie pri- 
slúchajúcich premenných veličin do modelu. Úroveň socialistického presvedčenia 
poslucháčov tu vystupuje dvakrát — raz ako exogénna premenná, resp. ako endo- 
génna premenná meraná v čase t — 1 (předpokládáme, že čas t je časom konania 
výskumu) a raz ako vlastná endogénna premenná (výsledok vzdelávania).

Kedže model obsahuje 6 endogénnych premenných, sústava štruktúrnych rovnic, 
do ktorej ho třeba transformovat, musí tiež obsahovat 6 rovnic na ich hodnotenie. 
Je to sústava (5.1) až (5.6):

(5.1) Xi = yiiZi + yi2.Ž2 + yis^3 + yi^4 + yisZ5 + ei
(5.2) X2 = ^21X1 + ^23X3 + y22Z2 + 62
(5.3) X3 = ^31X1 + £32X2 + 733^3 + 83
(5.4) X4 = p41Xi + ^43X2 + ^43X3 + @45X5 + 743^3 + 84
(5.5) X5 = 051Xx + ^52X2 + 353X3 + ^54X4 + 754^4 + 85
(5.6) Xg = ^61X1 + ^64X4 + ^65X3 + 86

Při ověřovaní identifikovatelnosti jednotlivých rovnic tohto nerekurzívneho mo­
delu třeba použit rádovú a hodnostnú podmienku. V zmysle rádovej podmienky 
je zřejmé, že presne identifikovaná rovnica musí obsahovat 6 explicitných premen­
ných veličin (model má 11 explicitných premenných, z čoho je 6 endogénnych, t. j. 
k = 6; z každej rovnice třeba vynechat prinajmensom ¿—1 = 5 premenných, preto 
presne identifikovaná rovnica musí mať presne 11 — 5=6 premenných), preidenti- 
fikovaná rovnica 5 a menej, kým podidentifikovaná zasa 7 a viac premenných veličin. 
Vidno, že všetky rovnice sústavy (5.1) až (5.6) sú identifikovatelné. Přitom rov­
nice (5.1), (5.4) a (5.5) sú presne identifikované a rovnice (5.2), (5.3) a (5.6) sú pre- 
identifikované.

K presne identifikovaným rovniciam už nemožno přidat nijaký parameter (před­
pokládat další kauzálny vztah), lebo tak by sa stali podidentifikovánými. Bolo by to 
možné urobit iba vtedy, ak by empirický test modelu ukázal, že daktorý předpo­
kládaný vztah sa empirickými údajmi nepotvrdzuje a kauzálnu štruktúru třeba 
modifikovat. Z takého istého do vodu tiež nemožno předpokládat obojsmerný 
kauzálny vztah medzi Xi a Xg, ale túto meritórne nepochybnú súvislosí třeba riesiť 
zavedením exogénnej premennej Zg.úO)

Styri preidentifikované rovnice umožňujú test modelu. V tomto modeli je teore­
ticky možné předpokládat 60 priamych kauzálnych vzťahov medzi exogénnymi 
a endogénnymi premennými, ako aj medzi endogénnymi premennými navzájom. 
Sústava rovnic obsahuje iba 24 z nich (24 parametrov). Testovat teda možno zvyš-

OO) Zavedenie exogénnej premennej Z5 do modelu má viacero funkcii. Umožňuje nielen rozlišit 
hodnoty premennej veličiny, úroveň socialistického presvedčenia v čase í a i — 1, ale aj (aspoň 
čiastočne) zdóvodniť odhliadanie od iných možných vplyvov. Je totiž zřejmé, že úroveň socialis­
tického presvedčenia sa u poslucháčov politického vzdelávania SZM ani zdaleka neutvára iba 
pod vplyvom tohto procesu. Iné vplyvy však třeba přípustnými spósobmi izolovat. Bez takejto 
abstrakcie nie je možné skúmat kauzálny vztah.

V tomto zmysle je exogénna premenná Z5 velmi výhodná. Ak sa ju podaří zmerať v čase t — 1, 
vystupuje ako danost, s ktorou poslucháči vstupujú do vzdelávacieho procesu. Porovnáním 
hodnot Z5 s hodnotami Xg nameranými v čase t (po absolvovaní určitého vzdelávacieho cyklu) 
možno dostat istú aproximáciu změny, ktorá nastala v úrovni socialistického presvedčenia 
poslucháčov pod vplyvom vlastného politického vzdelávania.

Vědomě tu nehovoříme o účinnosti, i ked sa na účinnost skúmaných procesov v sociologických 
výskumoch často usudzuje aj z pozícií ovela menej přepracovaných prístupov. Účinnost (efek­
tivnost) je totiž vždy poměr, a to poměr medzi výsledkami a prostriedkami, ktoré bolo třeba 
vynaložit na ich dosiahnutie. Zatial čo za istých podmienok by sme už boli schopní vyjádřit 
výsledky tohto procesu (napr. porovnáním hodnot Z^ a Xg), otázka meritórnej identifikácie 
a merania „prostriedkov“ (v najširšom zmysle) akéhokolvek pósobenia ostává ešte celkom 
otvorená. Otázok podobného druhu je tu však eěte viac.
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ných 36 parametrov, t. j. všetky případy, kde sa kauzálnou hypotézou nepředpokládá 
priamy kauzálny vztah: pi2 = Pia = Pu = Pia = Pie = Pm = pas = Pw ^ &4 = 
= Pse — Pse = Pie = Pae = Pea = Pes = 721 = 723 = 724 — 725 = 731 = 732 — 734a 
= 735 = 741 = 742 = 744 = 745 = 751 = 752 = 753 = 755 = 761 = 762 = 763 — ^64 = 
= y65 = 0. Empirický test móže poukázat na potřebu modifikovat model. Třeba to 
však urobit tak, aby modifikovaný model bolo možné teoreticky zdóvodniť a aby 
spíňal požiadavky identifikovatelnosti.

Rovnice daného modelu sú identifikovatelné aj v zmysle hodnostnej podmienky. 
Neobsahujú identickú kombináciu premenných, čo je obzvlášť dóležité pře dvojicu 
rovnic (5.2) a (5.3) na jednej straně a dvojicu rovnic (5.4) a (5.5) na straně druhej. 
Vidno, že rovnica (5.2) obsahuje iba premennú Z2, kým rovnica (5.3) i ba premennúZ3, 
Inak obsahujú rovnaké premenné (Xi, X2 a A3). Obdobné je to v rovniciach (5.4) 
a (5.5) — líšia sa iba tým, že prvá obsahuje premennú Z3, kým druhá len premennú Z4. 
Ak by uvedené exogénne premenné takto nefigurovali v daných rovniciach, rovnice 
by sice spíňali rádovú podmienku identifikovatelnosti, ale už by nespínali hodnostnú 
podmienku a v konečnom dósledku by neboli identifikovatelné.

Po overení identifikovatelnosti rovnic možno pristúpiť k hodnoteniu ich parametrov 
niektorou z vhodných metod a k verifikácii kauzálneho modelu. Z toho vyplynie, 
či empirické údaje a iné teoretické poznatky potvrdzujú formulovanú kauzálnu hypo­
tézu a aká je sila potvrdených kauzálnych vzťahov v modeli. Získajú sa tak poznatky, 
ktoré majú nepochybný význam napr. pre optimalizáciu procesu politického vzde- 
lávania. Móžu pomoct orientovat ideovovýchovnú prácu napr. na nie miesta, ktoré 
sa na akceptorskom póle skúmaného procesu javia ako citlivejšie, a zároveň zvážit, 
ako sa určité změny jednej zložky modelu prejavia na iných zložkách. Umožnianapr. 
zvážit, či a ako sa zvýšenie záujmu poslucháčov o politické vzdelávanie prejaví na 
priebehu alebo výsledkoch tohto procesu. V případe iného bádateTského záměru by 
však bolo možné volit aj iný přístup k interpretácii. Zabezpečenie identifikovatel­
nosti rovnic kauzálneho modelu a jej overenie je nevyhnutným předpokladům pre 
povýšenie týchto možností na skutečnost.
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PeaioMe

10. IIIchk: UpoSjicMa HfleHTH(j)HKan,HH ypaBHCHMM KayaanbHoii mohojih

MaTeMaTiiqecKaa npoGjieiia H^eHTnýIIKa^MII BoamiKaeT b KaysajibHOM aHatinae b KasecTse 
npofíneMH onpefleneHiiH h nponepKH ycjiOBHii pan oixchkh hckommx napaMeTpos CTpyK- 
Typnbix ypaBHeHHH Ha ochob3hhh aMHHpnnecKH oĎHapyjKeHHMX sbhhmx. HapsMerpM 
CTpyKiypHMx ypaBiieHHH mo>kho m3 aMnnpHqecKHx r3hhmx onpeflejniTb tojibko Torp;a, 
ror^a ypoBHGHHH y^eHTHt^HiinpyeMbi (t. e. hjih tohho HfleHTm^HmipoBanbi hjih ate csepx- 
naeHTH$npiipoBaHM). HeflOHAenTM^imnpoBaHOCTb npiiBOfliiT k HenneHTH^HHiipyeMOCTH.

B npopecce npoBepKii bo3mo;khocth HReHTH^HKanHH b HepeKypciiBHbix CHCTCMax hsro 
McnonasoBaTb nopuflOHHoe (HeoOxo^HMoe) h ctohmocthob (ho6aBoqnoe) ycjiOBne bo3mo?k- 
hocth n^enTnýiiKaiiiiH. Morcjih, necooTBeTCTByioiniie sthm ycJiOBHHM, neo6xop,HMO mojpi- 
ýmnpoBaTb RonycKaeMHMii Mero/raMii, qio 6m ajirečpanqecKn pemaTb OTgejibHMe ypaBHe- 
HIIH.

B npopecce npoaepKn bosmojkhocth Hp,eHTH^)HKau,HH b pekypciiBHMX cncrewax neo6xo- 
,inM0 iicnojibsOBaT- nsa oco6hx ycjiOBHa: 1. ne Monee iiohobiihm CTpyKTypHM.x napa- 
MCTpOB aOJI>KHbl paBHHTbCH HOJIIO, 2. HMIUIHIXHTHHe ýaKTOpbl He flOJI>KHM HaXO«MTBCH BO 
B3aHMH0ÍÍ KOppejlflU,HH. IIOJIHOCTblO peKypCHBHbie CHCT6MM TOHHO HflCHTH^HItHpOBaHM, 
b cbok) oqepe^b nencjiHMe chctgmm CBepxnp,eHTH($)nnnpoBaHM. CBepxiifleHTii^HnnpoBaHbie 
cncTeiibi it ypoBHennH bo Bceo6ra,HOc™ ho3bojihiot npoBenemie Moreau. Ero pesyjibTaTCM 
HBJIH6TCH Hop,TBep>KfleHHe hjih nenojiTBepjKjieHne (qacTHqnoe hjih nojiHoe) morcjih aMHHpn 
necKiiMii naHHMMH.

Opn npoBepKe bosmoikhocth HReHTiiýnKaunH b 6jiOKOBO-peKypciiBHMX eiiCTeMax ocoóbtm 
cnocočoM eoqeTaiOTCH hphhhuhm o6oiix BbimeoTMeqeHHbix mbtorob.

llpOBepKa B03M05KH0CTH HfleHTH^HKailHII OÓbHCHHeTCH C HOMOIHblC pHJia npHMCpOB. 
Cpean hhx HaxoAHTCH KaK o6inue rnnoTeTnqecKne MOjiejin TaK MO^ejib coaflannaH paa 
nccaeflOBaHHH npopecca nojiHTiiqecKoro očpasoBaHHH.

Summary

Schenk J.: Problem of the Identification of Causal Model Equations

In causal analysis, the mathematical problem of identification arises as a problem 
of specification and verification of conditions for evaluating the unknown para­
meters of structural equations on the basis of empirically ascertained data. The 
parameters of structural equations may be established from empirical data only on 
condition that the equation are identifiable (that is, either exactly identified or 
overidentified). Underidentification leads to nonidentifiability.
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In verifying identifiability in nonrecursive systems it is necessary to an 1 
order (necessary) and rank (sufficient) conditions of identifiability. Models f ■tlle 
to comply with these conditions must be modified in acceptable ways to m u 8 
algebraic solution of individual equations possible. make the

The verification of identifiability in recursive systems necessitates the aonr n 
of two specific conditions: 1. at least one half of the structural parameter a!i1' 
be equal to zero, and 2. implicit factors must not be related by correlation CoS 
recursive systems are exactly identified, while incomplete systems are overidentifi 
In general, overidentified systems and equeations make it possible to test the 
The result of such testing, is the corroboration or (either partial or completel 
-corroboration of the model by empirical data. 1 non'

In verifying the identifiability in block-recursive systems, the principles of 
the above-mentioned approaches enter into specific relations.

The verification of identifiability is illustrated on a number of examples Th 
include general hypothetical models, as well as a model elaborated for the pum6* 
of investigating the political-education process. p


