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Spatial Autocorrelation — A Pervasive Phenomenon in the Analysis
of Spatial Data?

Abstract: The article deals with one of the big analytical issues in spatial data
analysis: spatial autocorrelation. This phenomenon is described as a key con-
cept and potential problem of spatial analysis, but especially as a method of
spatial analysis. The method is introduced first by reviewing the basic meth-
odological framework including some related issues (the choice of spatial
weighting system etc.) and second by presenting empirical examples of its
application. Spatial autocorrelation statistics detect the presence of interde-
pendence between the values of data at neighbouring locations. In addition to
global spatial autocorrelation, measuring the overall degree of clustering, and
calculated, for example, by Moran’s I, emphasis is placed on the local analysis
of spatial autocorrelation. This local form of spatial autocorrelation is based
on the premise that the presence of spatial autocorrelation can vary across
the study area, and it is fully in line with contemporary developments in spa-
tial analysis. The results of LISA (local indicators of spatial association, local
Moran) can be mapped for the purpose of identifying clusters. The empirical
examples based on aggregate statistical data at the municipal level highlight
the relevance and usefulness of analysis of spatial autocorrelation and show
how these analyses can be used in social research and can improve our under-
standing of spatial processes.
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1. Uvod

Na prvni pohled se mtize téma tohoto pfispévku zabyvajictho se problémy
a moznostmi analyzy prostorovych dat jevit jako tizce geografické, ale neni tomu
tak. S prostorovymi daty, kterd obsahuji kromé atributové informace vypovida-
jici o charakteristikdch sledovaného jevu také informaci prostorovou udavajici
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polohu daného jevu, se totiz setkdme i v mnoha dalsich oborech, a tak poznatky
o jejich analyze vyuZivaji vedle ekonomi ¢i epidemiologti velmi ¢asto také soci-
ologové. Bezprostfednim podnétem k napsani tohoto ¢lanku, jehoz cilem je dis-
kuze moznosti a omezeni prostorové autokorelace jako jedné z metod prostorové
analyzy vcetné ukazky nékterych aplikaci, bylo zejména pozndni, Ze si metoda
prostorové autokorelace jiz nasla své misto i mezi kvantitativnimi postupy pouzi-
vanymi ¢eskymi politology [Kouba 2007].

Prostorova data maji mnoho specifickych vlastnosti, které znesnadmuiji
jejich analyzu a vyZaduji pouziti odlisného souboru statistickych metod, mode-
lovacich pfistupti i velmi citlivou interpretaci vysledk(i kvantitativnich analyz.
Standardni statistické metody vyvinuté pro analyzu neprostorovych dat jsou tak
v mnoha pfipadech pro analyzu prostorovych dat nevhodné. Za nejvyznamnéjsi
problémy ¢i specifika analyzy prostorovych dat 1ze povazovat zévislost vysledkt

Tabulka 1. Specifika analyzy prostorovych dat

Aspekt Vyznam Priklad metod

ekologicka chyba

(agregace dat a urcenost
prostorovych jednotek)

prostorova autokorelace
(zavislost)

prostorova nestacionari-
ta a heterogenita

vztah ziskany pfi jednom
zplisobu agregace dat, tedy
v jednom souboru prostoro-
vych jednotek, se neuplat-
fuje ve vSech dalsich a neni
univerzalni — nemoznost
odvozeni individualniho
choviéni jedincti z analyzy
agregétnich dat

zavislost vyskytu urcitého
jevu v prostoru na vysky-
tu tohoto jevu v blizkém
okoli — poruseni zdkladniho
pfedpokladu obecného
linedrniho modelu a fady
standardnich parametric-
kych statistickych testd, Ze
jednotliva pozorovani jsou
navzajem nezavisld ¢i neko-
relovand

nestabilita zkoumanych jevi
a vztaht v prostoru — odlis-
nost funkénich vztahti mezi
proménnymi v raznych
prostorové vymezenych
oblastech, nestabilita regres-
nich funkci

ekologicka regrese a metoda
hranic, metoda maximaliza-
ce entropie, Kingova meto-
da, vicetroviiové modely

Moranovo I kritérium, Gea-
ryho C kritérium, analyza
LISA, obecné G statistika,
lokélni G statistika

metoda regrese pohybli-

vych oken (moving window
regression), metoda geogra-
ficky vazené regrese (GWR)

Zdroj: autorka.
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analyz na agregaci dat neboli na zptisobu vymezeni prostorovych jednotek ve
spojeni s ekologickou chybou, prostorovou autokorelaci a prostorovou nestaci-
onaritu [Spurna 2006]. Zvlasté u malych a ¢lenitych oblasti je potfeba déle zmi-
nit problémy vznikajici blizkosti hranice, kterd vyznamnym zptisobem ovliviiuje
vysledky statistickych analyz. Uvedenym problémiim je v oblasti prostorovych
analyz vénovana nejvétsi pozornost a svym zptisobem je jejich feSeni impulzem
pro dalsi vyvoj kvantitativnich metod, které lze prdvem oznacit za prostorové
(viz tabulku 1).

Analyze prostorovych dat se vénuje zejména kvantitativni geografie, kte-
rou lze definovat jako obor zabyvajici se analyzami ¢iselnych prostorovych dat
a tvorbou a testovdnim matematickych modelii prostorovych procesti, pficemz
cilem vsech téchto ¢innosti je prispét k hlubsimu porozumeéni jeviim a proce-
stim odehravajicim se v prostoru [Fotheringham, Brunsdon, Charlton 2000]. Pte-
devsim v poslednim desetileti doslo v ramci kvantitativni geografie k vétsSimu
mnoZstvi vyraznych zmén. Mezi hlavni trendy, které charakterizuji soucasny pfi-
stup ke kvantitativnim analyzam prostorovych dat, patfi zaméfeni na explora¢ni
povahu analyz, metody lokdIni analyzy a diiraz na vizualizaci dat v souvislosti
s geografickymi informac¢nimi systémy [Fotheringham 1997, 1998, 1999].

Prispévek je zaméfen na diskuzi a mozné aplikace jednoho z aspektti pro-
storovych dat, a to prostorové autokorelace. Jednou z otdzek, které si v rdmci ana-
lyzy prostorovych dat mtizeme polozit, je, zda pfitomnost néjakého jevu v jedné
tzemni jednotce zvysuje, ¢i sniZuje pravdépodobnost pfitomnosti tohoto jevu
v blizkych tizemnich jednotkdch. Zkoumdame tedy, zda se data vyznacuji prosto-
rovou zavislosti, pfesnéji feceno, zda vykazuji prostorovou autokorelaci. Vhod-
nym piikladem pozitivni prostorové autokorelace je napfiklad cena bytu v urcité
lokalité, kterou bezpochyby ovliviiuji ceny okolnich bytti. Kromé otazky tykajici
se miry, do jaké je vyskyt urcitého jevu v prostorové jednotce analyzy zavisly
na vyskytu tohoto jevu v blizkych jednotkach, je s problematikou prostorové
autokorelace spojena téZ otdzka shlukovadni. Méfeni prostorové autokorelace tak
tzce souvisi se sledovanim prostorové variability a vymezovanim strukturalné
podobnych prostorovych jednotek.

2. Vymezeni pojmu prostorova autokorelace

Téma prostorové autokorelace neni v odbornych vyzkumech ni¢im novym. Jiz ve
40. letech 20. stoleti upozornil Cruickshank na pfitomnost pozitivni prostorové
autokorelace v relativni mife imrtnosti na rakovinu v Anglii a Walesu [Cliff et al.
1975]. Identifikace shlukii okrest se statisticky vyssimi a niz$imi drovnémi tmrt-
nosti poskytla pfitom moznost zaméfeni vyzkumu pravé na tyto oblasti a odha-
rakoviny. P¥ikladem politologické studie je prace Coxe z roku 1969, ktery v riiz-
nych ¢asovych horizontech zkoumal, jestli procento hlasti pro demokraty v pre-
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zidentskych volbach v jednotlivych statech USA projevuje vysoky stuperti shlu-
kovéni, neboli zda volba demokratti zvétsuje pravdépodobnost, ze i v blizkych
statech budou zvoleni demokraté [Cliff, Ord 1973].

Je ztejmé, Ze zkoumani prostorové autokorelace a pfedevsim identifikace
prostorovych vzorcti miize v mnoha ohledech pfispét k porozuméni procestim,
které tyto prostorové vzorce vytvéafeji. Na dileZitost studia prostorové autoko-
relace upozornil v roce 1971 Brian Berry, kdyz uvedl, Ze charakteristiky urcitého
mista nejsou zavislé pouze na ostatnich charakteristikach této lokality, ale jsou
také ovlivnény vazbami k ostatnim misttium [Cliff et al. 1975]. Proto dochazi k pro-
storové autokorelaci, kterd z tohoto pohledu tizce souvisi s tradi¢nimi tématy,
jako je geograficka difuze, sousedsky efekt, koncept prostorového kontextu atd.

Pojem prostorové autokorelace rozpracovali ve své monografii Spatial auto-
correlation z roku 1973 Cliff a Ord, kdyZz modifikovali do prostoru zndmou sta-
tistickou metodu casové autokorelace. Prostorovou autokorelaci definuji velmi
obecné: , JestliZe pro kazdou dvojici jednotek 7 a j ve studované oblasti nejsou pii-
slusné hodnoty x; a x; zkoumaného jevu X korelovany, pak Ize Fici, Ze v systému
jednotek neni prostorové autokorelace jevu X. Naopak prostorovéd autokorelace
existuje, jestliZe x,ax, nejsou vSechny nekorelovany.” [Cliff, Ord 1973: 2] PfestoZe
vétsina prlstupu k problematlce prostorove autokorelace byla prlmarne ovlivnéna
rozsifenim postupti z analyz ¢asové autokorelace, je zfejmé, Ze problém prosto-
rové autokorelace je zdsadné odliSny od méfeni autokorelace v ¢asovych fadach
[Goodchild 1987]. Zakladnim rozdilem je skute¢nost, Ze zatimco u autokorelace
¢asovych dat se jednd vzdy o zavislost jednosmérnou, kdy hodnoty urcité pro-
ménné v minulosti ovliviiuji hodnoty soucasné a budouci, u prostorovych dat jde

vvvvvv

o zavislost sloZitéjsi, ptisobici ve vsech smérech, a to jesté s rliznou intenzitou.

Z prostého pfekladu pojmu prostorova autokorelace vyplyva nejlépe jeho
obsah, jimz je korelace jednoho jevu se sebou samym v prostoru, ktera se proje-
vuje statisticky vyznamnym usporfddanim hodnot sledovaného jevu v prostoru.
Stejné jako v pripadé parové korelace neukazuje signifikantni prostorova autoko-
relace na kauzalni vztah a nevypovida nic o p¥i¢iné sledovaného uspotadani. Od
riznych autord pfitom existuji odlisné definice prostorové autokorelace lisici se
nejcastéji pravé uvazovanim kauzality mezi vyskyty urcitych jevii v prostorové
blizkych jednotkach [Nezdafilova 1984a].

V nejobecnéjsim pohledu Ize princip prostorové autokorelace chapat jako
existenci uréitého funkéniho vztahu mezi pravdépodobnosti vyskytu urcité-
ho jevu v prostorové jednotce i a pravdépodobnosti vyskytu tohoto jevu v jed-
notkach j, které jsou ji prostorové blizké [Anselin 1988]. Formdlné ho lze tedy
vyjadrit ve tvaru:

) =f(X,w,p,1),

kde p,(y) je pravdépodobnost vyskytu jevu y v jednotce i, w, pro i # j je zvo-
lené vazici schéma. Slovné lze zakladni myslenku prostorove autokorelace for-
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mulovat jako podobnost tizemnich jednotek, ktera je zkouména z hlediska jejich
vzdjemné vzdalenosti a vyplyva z relativni kontinuity socidlnich jevii v prostoru
[Nezdafilové 1984a]. Pokud vysoké hodnoty proménné tthnou k tomu se shluko-
vat dohromady v nékterych ¢astech studované oblasti a nizké hodnoty v jinych
¢astech, fekneme, Ze studovany jev vykazuje pozitivni prostorovou autokorela-
ci. Pokud analyzovand data vykazuji pozitivni prostorovou autokorelaci, vytvari
zaroven shluky jednotek s podobnymi hodnotami sledovaného jevu. Naopak,
pokud vysoké hodnoty tithnou k tomu se nachdzet v té€sné blizkosti nizkym hod-
notdm a naopak, jednd se o negativni prostorovou autokorelaci. Pokud jsou data
lokalizovéna tak, Ze neexistuje Zadny vztah mezi blizkymi hodnotami, hovofime
o nulové prostorové autokorelaci. Téméf vSechna prostorova data pfitom vyka-
zuji néjakou formu pozitivni prostorové autokorelace [Fotheringham, Brunsdon,
Charlton 2002].

Prostorovou autokorelaci 1ze métit nékolika odliSnymi prostorovymi auto-
korelacnimi statistikami popisujicimi podobnost blizkych pozorovani v zavislos-
ti na skutec¢nosti, zda se jedna o diskrétni ¢i spojitou proménnou. Dostupné jsou
také rtizné druhy test prostorové autokorelace v prvotnich datech a v regresnich
reziduich [vice k tomu Cliff, Ord 1973]. Obecné kazda statistika prostorové auto-
korelace dava do souvislosti atributovou podobnost ¢, a vzdalenostni blizkost w,

N

prostorovych jednotek i a j v nejjednodussim vyjadfent:

21’2]‘ Czj wij'

Vsechny autokorelaéni statistiky tak zdvisi na néjaké definici prostorového
vazeni, kterd se pokousi kvantifikovat ¢asto subjektivni koncepty blizkosti, a vza-
jemné se lisi vyjaddfenim atributové podobnosti c,. Vzhledem k dileZitosti pojeti
prostorové blizkosti z hlediska ovlivnéni vysledku analyzy prostorové autokore-

v vz

lace je tato problematika diskutovana v dalsi ¢asti p¥ispévku.
V soucasnosti je jednim z nejpouzivanéjSich ukazateld slouzicich k méfeni

prostorové autokorelace kvantitativnich dat spojitého méfitka Moranovo I krité-
rium, které je definovano vzorcem:

Zi(zi _2)2
n 7

kde ¢, = (z,- Z)(z/. —-Z)as*=

pfi¢emz n je pocet analyzovanych jednotek, i, j jsou indexy charakterizujici néjaké
dvé jednotky, z,zna¢f hodnotu proménné v jednotce i a Zaritmeticky pramér sle-
dované proménné [Cliff, Ord 1973]. Jak je vidét z vyjddfeni Moranova I krité-
ria, je jeho vypocet véetné interpretace velmi podobny Pearsonovu korela¢nimu
koeficientu a pfedstavuje jakousi analogii kovaria¢ni funkce. Proménna vykazuje
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pozitivni prostorovou autokorelaci, pokud je hodnota Moranova I kritéria klad-
nd,' a negativni prostorovou autokorelaci, pokud je hodnota Moranova I kritéria
zdpornd. Hodnoty Moranova I kritéria blizké nule poukazuji na nulovou pro-
storovou autokorelaci. Hodnotu Moranova I kritéria je mozné testovat pomoci
tabelovanych hodnot normalniho rozlozeni specidlné konstruovanym testem ¢i je
mozné pouZit dalsf alternativni pfistupy [Anselin 2003; Goodchild 1987].

Autokorela¢ni analyzu lze jednoduchym zptisobem modifikovat z jedno-
rozmérné na dvourozmérnou (ve statistickém smyslu), kdy je uvazovana kore-
lace mezi jednou proménnou v jednotce i a jinou proménnou v okolnich jed-
notkéch [Anselin, Syabri, Kho 2004]. Tento pfistup, ktery je zobecnénim konceptu
prostorové autokorelace, je uzite¢ny zejména u prostorové-casové korelace, kdy
je analyzovéna jedna proménnd méfend v réiznych ¢asovych obdobich.

2.1 Metodologické problémy méfeni prostorové autokorelace

voevs

Nejdﬁleiite]ﬂ otazkou, kterd musi byt pfed meéfenim prostorové autokorela-
ce vyfeSena, je vybér prostorové vazici funkce w;; Pfitom je snadné ukézat, jak
mohou rizna pojeti operacionalizace prostorové blizkosti z hlediska vymeze-
ni sousednich prostorovych jednotek vést k velmi odlisSnym vysledkiim, a tim
i k rozdilnym zavértim hodnoceni prostorové autokorelace. Vzhledem ke skute¢-
nosti, Ze bez stanoveni zptisobu méfeni prostorové blizkosti, tj. bez definice pro-
storové vazici funkce w,, nelze provést méfeni prostorové autokorelace, jsou zde
predstaveny ne]pouz1vane151 piistupy k uvedené problematice. Zavislost vysled-
ku méfeni prostorové autokorelace na zvoleném vazicim schématu w, poklada
Nezdatilova [Nezdatilova 1984a] za jeden z metodologickych problémi analyz
tohoto fenoménu.

Pfi formalnim vyjddfeni prostorové blizkosti se v odborné literatufe casto
pouziva pojem matice vah [Anselin 1988; Cliff, Ord 1973; Fotheringham, Brun-
sdon, Charlton 2002]. Jedna se o matici W s rozméry n x n, kde n je pocet analy-
zovanych prostorovych jednotek. Jednotlivé prvky matice W odpovidaji zvolené
prostorové vazici funkci w, a uddvaji miru, do jaké jsou si jednotky ia prostorové
blizké (0 <w, <1). Po]em prostorové blizkosti odpovida situaci, kdy hodnota urci-
téhojevuv ]ednotce i md vliv na vypocet hodnoty statistiky v jednotce j a naopak.
Z uvedeného vyplyva, Ze matice W je symetricka.

Pfi zadavani matice vah je nutné fesit dvé hlavni otazky, které odpovidaji
fazim postupu pfi jejim definovani. Zaprvé je nutné definovat, které jednotky i a j
jsou si prostorové blizké, tedy rozhodnout, které prvky matice W budou nenu-

NP

lové. Zfejmé nejjednodussi moznosti pro aredlovd data je pouZiti topologického

! Presnéji pokud je hodnota Moranova I kritéria vétsi nez o¢ekdvand hodnota I=-1/(n-1),
kde n je pocet analyzovanych jednotek [Fotheringham, Brunsdon, Charlton 2000]. Pfi vét-
$im poctu analyzovanych jednotek je vSak prakticka chyba zanedbatelna.
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pfistupu, kdy jako prostorové blizké jsou uvazovany pouze ty jednotky, které
spolu pfimo sousedi. Dalsi p¥istupy k definici sousednich jednotek pro aredlova
data odpovidaji napfiklad pohybu Sachovych figur [Anselin 1988]. Ekvivalentni
moznost existuje i pro bodova data, kdyz jsou jako prostorové blizké ke zvolené-
mu bodu definovany ty body, které k nému maji mensi vzdélenost nez k ostatnim
[Unwin, Unwin 1998].

v

jednotek je pouziti vzajemné vzdélenosti mezi prostorovymi jednotkami. V pri-
padé bodovych dat je postup ziejmy. Pro moznost pouZziti této metody pro aredlo-
vda data je nutné predem urdit sttedy jednotlivych areéld, ke kterym bude vypocet
provéadén. Definice stfedi arealti, napfiklad zvoleni geografického ¢i populacni-
ho stfedu, je pfitom zavisla na charakteru zkoumaného jevu. Alternativnim p¥i-
stupem vyhybajicim se problému velkého zjednoduseni reality je pouZiti naraz-
nikové zény (buffer zone) okolo jednotlivych aredlti [Unwin, Unwin 1998], coz je

vev s

vSak z praktického hlediska naroc¢néjsi.
Zadruhé je potieba rozhodnout o hodnoté nenulovych prvki matice W,

tedy urcit prostorové vaZici funkci w,. Dva bézné typy matice vah, jejichZ nazev
odpovida charakteru vazici funkce, jsou diskrétni a spojité matice [Fotheringham,
Brunsdon, Charlton 2002: 42-45]. Kromé vybéru charakteru prostorového vazeni
zbyva déle jesté rozhodnout o pfesném zptisobu prostorového vazeni v rdmci
obou typt vah, tj. diskrétnich a spojitych. Nejjednodussim piikladem diskrét-
ni matice vah je binarni matice W, jejiz prvky w, nabyvaji pouze hodnot 0 a 1.
Jednotkové a nulové prvky zde pouze znaci, zda jsou jednotky i a j prostorové
blizké, ¢i nikoliv za pouziti nékterého z d¥ive uvedenych pfistupt. V nékterych
pfipadech zohledriuji matice vah nejen nejblizsi ¢i pfimo sousedici jednotky, ale
moznosti definovani diskrétnich matic uvadi napfiklad Hordk [Horak 2002]. Spo-
jité matice vah jsou zaloZeny napfiklad na inverznich vzdalenostech, kdy vaha
neboli mira vlivu je nejvétsi pro body v nejvétsi blizkosti k dané lokalité a spojité
klesa se vzrustajici vzdélenosti podle charakteru vaZzici funkce. Ve své podstaté se
nejedna o nic jiného nez funkéni vyjadreni klesajici intenzity prostorovych inter-
akci s rostouci vzdalenosti [Taylor 1975].

2.2 Prostorovd autokorelace jako problém statistické analyzy

Jak jiz bylo uvedeno v tivodu, vyskyt prostorové autokorelace je u prostorovych
dat velmi casty, pricemz je zfejmé, Ze porusuje zdkladni pfedpoklad obecného
linedrntho modelu zaloZeného na analyze kovariance mezi proménnymi a fady
standardnich parametrickych statistickych testti, Ze jednotlivd pozorovani jsou
navzdjem nezavisld ¢i nekorelovand. Napiiklad metoda nejmensich ¢tvercti, kte-
ra se bézné uziva pfi budovani hojné pouzivaného linearniho regresniho mode-
lu, poskytuje postacujici odhady parametr(i pouze pfi soucasném splnéni vSech
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predpokladii o analyzovanych datech a regresnim modelu [naptiklad Johnston et
al. 2000; Meloun, Militky 2002; Robinson 1998]. Jednim ze zékladnich pfedpokla-
da této metody je, Ze hodnoty vstupnich vysvétlujicich proménnych by mély byt
vzijemné nezdvislé. Pokud tento pfedpoklad neni splnén, ztraci vysledky ziska-
né metodou nejmensich ¢tvercti své vlastnosti a pouziti této metody je nevhodné
[Meloun, Militky 2002].

Neprostorové statistické postupy zaloZené na obecném linedrnim modelu
zplisobuji pii pouZziti prostorovych dat pravé vlivem prostorové autokorelace
zkresleni. Od pocatku 60. let 20. stoleti se kvantitativni geografové snazi pieko-
nat zkreslené vysledky neprostorové statistiky [Johnston et al. 2000] a problému
prostorové autokorelace se dostavad podstatnd pozornost i ve statistické literatute.
V rdmci prostorové ekonometrie byla vyvinuta skupina technik, které dovoluji
zahrnuti autokorelace do statistickych modeld [Anselin 1988]. Tyto techniky se
v soucasnosti pouzivaji v mnoha rtiznych socidlnich védach [Hordk 2002].

2.3 Prostorovd autokorelace jako ndstroj statistické analjzy

Pomoci prostorové autokorelace 1ze popsat urcitou vzajemnou velikostné-prosto-
rovou vSesmeérnou zavislost, pfi¢emz mira uznané zavislosti jednotek je urcova-
na relativné ndhodng, a to pomoci subjektivné zvoleného véziciho schématu w,.
Zaroven se prostorovd autokorelace vyuziva také p¥i uréovani miry shlukovani.
Casto jsou sice pro zhodnoceni uréitych aspektti podobnosti ¢i pro vymezeni
podobnych tizemnich celkti vyuzivdny takové kvantitativni metody a ukazatele
jako koeficient geografické asociace, miry variability a entropie, rozklad rozpty-
lu, faktorova a shlukové analyza, na rozdil od metody prostorové autokorelace
v nich ale nejsou pfimo obsaZzeny a uvazovany polohové vztahy prostorovych
jednotek [Nezdaftilova 1984b].

Analyzu prostorové autokorelace lze déle vyuZzit pfi studiu vlivu vzdéle-
nosti na zavislost jevli méfenych v prostorovych jednotkach. Nékteré promén-
né mohou vykazovat vysokou prostorovou autokorelaci na malou vzdélenost
a velmi vysoky tbytek miry prostorové autokorelace se zvétsujici se vzdalenosti,
u jinych mtize byt vliv vzdalenosti na velikost prostorové autokorelace zanedba-
telny. Vypoctem miry prostorové autokorelace pro rtizné zvolené mezni vzdale-
nosti a jejich naslednym vynesenim do grafu ziskdme odhad funkéntho vztahu
mezi vzdélenosti vymezujici prostorové blizké jednotky a velikosti prostorové
autokorelace sledovanych proménnych. Ziskany graf, ktery se nazyvd v pfipa-
dé vypoctu Moranova I kritéria korelogram, podava dtlezitou informaci o vlivu
méfitkové trovné na zkoumany jev. Obecné lze tvrdit, Ze mira prostorové auto-
korelace se se zvysujici vzdalenosti mezi jednotkami snizuje.

Prostorovou autokorelaci 1ze vyuZit i pfi zpfestiovani regresnich modeld.
V ndvaznosti na regresni analyzu se pfi analyze prostorovych dat ¢asto pouZi-
va metoda regresnich rezidui, jejiZ podstatou je kartografické vyneseni rozdil
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mezi empirickymi hodnotami zavisle proménné a jejimi teoretickymi hodnota-
mi ziskanymi z regresniho modelu. Jak uvadi Nezdafilova [Nezdafilova 1984a],
analyza rozmisténi regresnich rezidui umoziiuje kromé opravy a vylepseni
regresnich modelti i urcitou prostorovou verifikaci zavislosti. Grafickd analyza
kladnych a zdpornych hodnot regresnich rezidui napovida, zda Ize zkoumany
vztah povaZovat za stacionarni. V p¥ipadé identifikace vyraznéjsich shlukd, at
jiz pozitivnich, ¢i negativnich regresnich rezidui, 1ze pfedpoklddat neplatnost
globdlniho vztahu praveé pro tyto oblasti, a je proto nutné zabyvat se prostoro-
vou heterogenitou a nestacionaritou, tedy problémem, Ze se charakter urcitych
jevi a vzajemnych vztahti mezi nimi odliSuje v prostoru [Spurna 2006]. Analyza
rozmisténi regresnich rezidui doplnéna vypoctem koeficient(i prostorové auto-
korelace, které kvantitativné dokladaji miru shlukovéni, je ¢asto prvnim krokem
vedoucim k uvazovéni o prostorové nestacionarité urc¢itého procesu, a tedy nut-
nosti pouziti novéjsich metod prostorové analyzy dat [Fotheringham, Brunsdon,
Charlton 2000], napfiklad metody geograficky vaZené regrese [Fotheringham,
Brunsdon, Charlton 2002; Spurné 2008].

3. Soucasny vyvoj ve vyuZziti prostorové autokorelace

Novym trendem ve vyuZiti metody prostorové autokorelace je zaméfeni na vyvoj
lokélnich autokorela¢nich statistik patficich do skupiny metod lokdlni analyzy
dat, které v soucasnosti nabyvaji na vyznamu [Fotheringham 1997]. Metody pro-
storovych analyz byly totiZz tradiéné pouZivany na tzv. ,globalni” drovni. Tim je
mysleno, Ze jejich vystupem je jedna vysledna hodnota statistického ukazatele,
ktera je povaZovdna za platnou pro vSechny ¢asti zkoumané oblasti. Cilem takto
chdpanych globédlnich analyz je tedy ziskani pramérnych vysledki charakteri-
zujicich urdity jev ¢i proces na trovni celého sledovaného regionu. Nicméné, p¥i
jakékoliv analyze prostorovych dat mtize byt pfedpoklad stejné platnosti vysled-
ného statistického ukazatele pro vSechny ¢asti studované oblasti velmi nesprav-
ny. V mnoha vyzkumech lze naopak pfedpoklddat podstatné regiondlni rozdily
tykajici se nejen vyslednych hodnot urcitych ukazatelti, ale pfedev$im podmi-
nénosti rozliénych jevi a procesti. Na mysli je tedy nutné mit opét problematiku
prostorové nestacionarity [Spurnd 2006].

Pramérné tidaje ziskané na agregované tirovni za vétsi tizemi, tedy v pfipa-
dé Ceské republiky za kraje, okresy atd., mohou byt nazvény globalnimi statis-
tikami, nebot pokud k nim nenf poskytnuta dalsi dopliiujici informace, piedpo-
klada se, ze reprezentuji situaci v kazdé ¢asti zkoumaného regionu. Individualni
¢i nejméné agregovand data, z nichz jsou pocitany primeérné hodnoty, popisuji
situaci na lokdlni trovni a mtiZeme je oznacit jako lokalnf statistiky. Je zfejmé, ze
hranici mezi lokalnimi a globdlnimi statistikami nelze definovat pfesné a zalezi
na kazdém zkoumaném jevu, kterd méfitkova drovern je pro néj z hlediska analy-
zy dostatecnd, a lze ji tedy povaZovat za , lokdIni”.
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Kromé vyznamného pfinosu metod lokalni analyzy tykajictho se moznos-
ti a v podstaté nutnosti mapového zndzornéni jejich vysledki, a tedy moznosti
vyuziti navazujicich analyz pomoci geografickych informacnich systémd, je
dilezité zminit samotnou prostorovou povahu lokdlnich statistik. Pouziti lokal-
nich analyz upozornujicich na odlisnosti v prostoru je velmi vhodné a uZzite¢né
pti hleddni vyjimek (outliers) &i tzv. ,hot spots” v datech. Toto vyuziti zatazu-
je metody lokdlni analyzy do skupiny explora¢nich analyz prostorovych dat,
v nichZ je dtiraz kladen na tvorbu hypotéz na zdkladé prvotni analyzy dat, na
rozdil od tradi¢nich konfirmac¢nich analyz, v nichZ jsou data pouZivana k testo-
véani pfedem stanovenych hypotéz a kalibraci odvozenych model@i prostorovych
procesti [Fotheringham, Brunsdon, Charlton 2000; Unwin, Unwin 1998]. Z tohoto
pohledu nelze metody lokalni analyzy spojit s pozitivistickym a nomotetickym
piistupem, u nichZ je dileZité pravé hledani globalnich modelt a pravidelnosti.
Identifikace vyjimeénych jednotek a shlukti naopak umoznuje a zaroven zda-
raziiuje nutnost uvazovani lokdlnich kontextudlnich faktord. Uvedené chapani
metod lokélni analyzy v explora¢nim pojeti vSak samoziejmé nevylucuje moznost
jejich vyuziti v konfirmaénich analyzach ¢i pfi zpfestiovani globdlnich modelt.

MozZnosti vyuZziti metod lokalni analyzy jsou obecné naptiklad ve vyzku-
mech souvisejicich s bytovym fondem a cenami nemovitosti, obchodnimi sitémi,
krimindlnimi jevy, sitémi skolskych zafizeni, volebnim chovanim atd. V pfipadé
analyzy socidlnich jevi s agregovanymi daty se jako vhodna droven pro aplikaci
metod lokalni analyzy jevi droveni obci, pfipadné zdkladnich sidelnich jednotek.
Pti vétsi agregaci ztraci lokalni povaha metod sviij smysl a ziskané vysledky jsou
velmi nepfesné. PouZiti vétsich tizemnich jednotek nez obci neni vhodné jiz pii
samotné globalni analyze prostorové autokorelace. KdyZ opomineme velké zjed-
nodusenti reality omezujici vyuziti prostorové autokorelace, tézko 1ze naptiklad
poukazovat na faktickou prostorovou zdvislost chovani populaci jednotlivych
okrestl.

Dtlezitou skutecnosti je odlisné pojeti metod lokalni analyzy u analyz pro-
storovych a neprostorovych dat [Fotheringham, Brunsdon, Charlton 2002]. To je
dilezité nejen z hlediska terminologického, ale také teoretického, nebot statisti-
ky bézné pouzivané metody lokalni analyzy neprostorovych dat se staly urcitou
inspiraci pro vznik jejich prostorovych forem. Zde bylo pfedstaveno pojeti metod
lokalni analyzy a lokdlnich charakteristik pfi analyze prostorovych dat, kde je
,okdlnim” mysleno uvaZovani nejpodrobnéjsich nezpriimérovanych statistik.
Ve statistické literatufe je mozné se setkat s metodami lokalni analyzy zkouma-
jicimi smér a silu vztahu dvou proménnych v zéavislosti na hodnotach nezavis-
1é proménné, tedy urcitou nestdlost zkoumaného vztahu vzhledem k velikosti
nezavislé proménné. U analyzy neprostorovych dat je tedy pojmem ,lokalni”
chédpaéna relativni blizkost mezi jednotlivymi hodnotami nezavislé proménné.

Meéfeni prostorové autokorelace pomoci Moranova I kritéria 1ze povazovat
za globalni analyzu, nebot jedna vysledna hodnota ukazuje na miru prostorové
autokorelace ¢i shlukovénti (test for clustering) urc¢ité proménné v celém zkouma-
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ném tzemi, pficemZ dochézi k zprimérovani moznych vyraznych tizemnich
rozdilt. Vyznamnou autokorelaci miiZe sledovany jev vykazovat naptiklad pou-
ze v urcité ¢asti tzemi ¢i dokonce muiZe dojit v ramci sledované oblasti ke zméné
z pozitivni autokorelace na negativni. Praveé tato skutecnost vedla k rozvoji lokal-
nich statistik méficich prostorovou autokorelaci, které slouzi pfedevsim k vlast-
ni identifikaci shlukt (test for cluster), kdyz jsou vypocitany hodnoty prostoro-
vé autokorelace pro kazdou analyzovanou prostorovou jednotku. Odvodit 1ze
lokalni verze vSech globdlnich statistik mé¥icich prostorovou autokorelaci [vice
k tomu Getis, Ord 1996]. Postup vypoctu je pfitom principidlné velmi podobny
tomu, ktery je provadén u regrese pohyblivych oken [Spurna 2006].

V soucasné dobé jsou nejvice pouZivany lokalni indikatory prostorové aso-
ciace (local indicators of spatial association — LISA) vyvinuté Anselinem [Anselin
1995], které se staly standardnim néstrojem pro lokdln{ analyzu prostorové auto-
korelace. LISA je v podstaté lokdlnim ekvivalentem Moranova I kritéria, nebot
soucet vSech indikatort je tmérny globalni hodnoté Moranovy statistiky.

Analyza LISA tzce souvisi s Moranovym diagramem (schéma 1), pomoci
kterého lze zndzornit zdkladni vysledky analyzy prostorové autokorelace. V tom-
to diagramu s ptivodnimi hodnotami proménné na horizontéIni ose a vypocteny-

mi pramérnymi hodnotami ze sousednich jednotek na vertikdIni ose odpovida

Schéma 1. Morantiv diagram

Zdroj: autorka.
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sklon proloZené regresni pfimky hodnoté Moranova I kritéria. Za ticelem usnad-
néni interpretace jsou pfitom analyzované proménné standardizovany.

Na zédkladé vypoctu LISA miizeme provést kategorizaci sledovanych jedno-
tek podle typu prostorové autokorelace do ¢tyt skupin, které odpovidaji ¢tyfem
kvadrantiim v Moranoveé diagramu. Prostorové shluky vykazujici nadpramérné
¢i podprtimérné hodnoty proménné v urcité jednotce souhlasné s jejim okolim se
v grafu nalézaji v pravém hornim (hot spots, hodnota vysoka-vysoka) a levém dol-
nim (cold spots, hodnota nizka-nizkd) kvadrantu. Potencidlni prostorové odchylky
(spatial outliers) charakteristické nadprimérnou / podprimérnou hodnotou pro-
ménné v urcité jednotce a podpriimérnymi/nadprimérnymi hodnotami v jejim
okoli v pravém dolnim (hodnota vysoka-nizkd) / levém hornim (hodnota niz-
ka-vysokd) kvadrantu. Vysledky analyzy LISA mohou byt vizualizovany v mapo-
vé podobé, pricemz znazornit 1ze jak statistickou vyznamnost charakteristiky
LISA pro jednotlivé tizemnf jednotky, tak samoziejmé vyse uvedenou kategori-
zaci jednotek se signifikantnimi hodnotami.

Pfinosem statistické analyzy LISA je zietelnéjsi zobrazeni oblasti s nad-
pramérnymi a naopak podprimérnymi hodnotami sledovaného ukazatele, nez
umoZziiuje metoda kartogramu, kterd je pouhym vizualizaénim prostiedkem,
véetné statistického zhodnoceni tvorby prostorovych shlukt. P¥i podrobnéjsim
studiu je dtlezitd samotnd identifikace tizemnich jednotek, které se hodnotou
ukazatele vyrazné odlisuji od svého okoli. Pravé hlubsi studium dtivodii existen-
ce prostorovych shlukti a naopak jednotek lisicich se od svého okoli by mohlo byt
v mnohém pfinosné. Ze srovnani s ¢iselnym vysledkem globélni analyzy pro-
storové autokorelace je zfejmé, Ze analyza LISA poskytuje mnohem podrobnéjsi

Vv,

Gzemi a je v podstaté nezbytnym doplitkem globalni analyzy.

4. Ptiklad analyzy prostorové autokorelace

Globalni i lokdIni analyza prostorové autokorelace p¥iblizend doposud po teore-
tické a metodologické strance bude nyni prakticky ukdzéna na konkrétnich pii-
kladech s realnymi daty. Ukazkova aplikace metod prostorové analyzy si neklade
za cil vyvodit vyznamné empirické zavéry, ale ma predevsim po praktické stran-
ce priblizit vlastni pouziti metod prostorové analyzy vcetné interpretace naleze-
nych vysledki.

Pro analyzu prostorové autokorelace bylo pouZzito Moranovo I kritérium
a analyza LISA, pfi¢emz vSechny vypocty byly provadény pomoci programu
GeoDa 0.9.5-i (Beta).? Analyzovéany byly tfi socidlné-ekonomické ukazatele, kte-

2 GeoDa 0.9.5-i (Beta) je volné stazitelny software pro prostorové explora¢ni analyzy vcet-

.....

oficidlni internetové stranky o programu https://www.geoda.uiuc.edu/.
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Tabulka 2. Prostorova autokorelace vybranych ukazatelti dle Moranova I kritéria

e . Moranovo I kritérium
diskrétni vazici schéma

IS VS MN NV
ptipad véz (tretiho fadu)* 0,042 0,173 0,403 0,692
pfipad krélovna (tfetiho fadu)* 0,042 0,171 0,402 0,691
10 nejblizsich jednotek 0,054 0,261 0,517 0,842
mezni vzdéalenost 10 km 0,050 0,223 0,492 0,810

Zdroj: vijpocet autorky v programu GeoDa 0.9.5-i (Beta); SLDB 2001, MOS 2001.

Pozndmka: IS — index stafi, VS — podil vysokoskolsky vzdélaného obyvatelstva, MN

— mira nezaméstnanosti, NV — nadmoiska vyska; * pfipady véz a kralovna (tfettho fadu)
odpovidaji vymezeni blizkych jednotek dle pohybu Sachovych figur, pfic¢emZ nejsou
uvazovéany pouze sousedni jednotky (= prvni fad), ale $irsi okoli.

ré byly vybrany tak, aby se lisily z hlediska své komplexity [Hampl et al. 1999],
a potencidlné tedy také charakterem prostorové autokorelace. Jako ptiklad ele-
mentdrni proménné byl pouzit index stéff (IS), semi-komplexni podil vysoko-
Skolsky vzdélaného obyvatelstva (VS) a komplexni mira nezaméstnanosti (MN).
Jako doplnék byl v analyzach vyuZit také ukazatel nadmoiska vyska (NV), u kte-
rého si 1ze nejlépe pfedstavit redlnou proménlivost v prostoru. Datovou zdkladnu
vSech ptikladt tvofi tidaje ze SLDB 2001 a Méstské a obecni statistiky (MOS)
poskytnuté CSU k témuz roku v obecnim &lenéni, tedy pro 6249 jednotek.

Pred vlastni analyzou prostorové autokorelace je nutné vytvofit prostorova
vazici schémata, kterd z metodologického hlediska velmi ovliviiuji vysledné hod-
noty autokorelacnich statistik. Pro srovnédni vlivu rozdilnych vaZzicich schémat
na vysledky analyzy je uveden vypocet ve ¢tyfech variantach diskrétnich vazi-
cich schémat, které nabizi program GeoDa (viz tabulku 2). Pro vypocet vazicich
schémat byly pouzity soufadnice obci vztahujici se k soufadnicovému systému
S-JTSK, které jsou napiiklad soucdsti digitalni vektorové geografické databaze
ArcCR 500. DiileZité je upozornit, Ze samotna velikost Moranova I kritéria nein-
dikuje statistickou vyznamnost. Statistickd vyznamnost vypoctenych hodnot
zamitajici nulovou hypotézu o neexistenci prostorové autokorelace byla ovéfena
pomoci permutaéni procedury v rdmci GeoDa [Anselin 2003], kdyZz vsechny hod-
noty byly shledany jako statisticky vyznamné na hladiné vyznamnosti 1 %.

Vypoctené hodnoty dokazuji vliv rozdilnych vaZicich schémat na vysledné
hodnoty Moranova I kritéria. Z porovnani hodnot pro ¢tyti vazici schémata u jed-
notlivych proménnych a naopak hodnot pro ¢tyfi proménné u jednotlivych vah
vsak vyplyvd, Ze ziskané hodnoty jsou vzajemné proporcionalni. Napiiklad nej-
vy$si hodnota Moranova I kritéria byla pro vSechny proménné ziskana p¥i pouzi-
ti vazictho schématu odvozeného od 10 nejblizsich jednotek. Naopak nejnizsi

zNz

hodnoty Moranova I kritéria bylo vZdy dosazeno u vézicich schémat pfipadu
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véZ a krdlovna, kdyz rozdil mezi pouzitim téchto dvou schémat je zanedbatelny.
Pti aplikaci vSech vah poté nejvyssi hodnotu Moranova I kritéria vykazuje vzdy
charakteristika nadmotské vysky jednotlivych obci nésledovand mirou neza-
méstnanosti a podilem vysokoskolsky vzdélanych osob. Vyrazné nizsich hodnot
dosahuje proménnd index stafi. Z uvedeného vyplyvd, Ze i pfes nejednoznacnost
optimélniho zvoleni ur¢itého vazictho schématu, a tim i nepfesnosti vysledné
hodnoty Moranova I kritéria 1ze z provedené analyzy vyvodit podnétné zavéry.
Zavislost hodnoty Moranova I kritéria, a tedy nalezené miry prostorové
autokorelace, na zvoleném vaZzicim schématu lze doloZit i pouZzitim jednoho typu
diskrétniho vaziciho schématu s rozdilnymi parametry. Pfi uvazovéani vaZziciho
schématu definovaného pomoci rtizné mezni vzdélenosti, do které jsou jednotky
jesté povazovany za prostorové blizké, je pfitom zaroven zkoumadn vliv vzda-
lenosti na zavislost jevii méfenych v prostorovych jednotkach. Na schématu 2
jsou zndzornény hodnoty Moranova I kritéria vypoctené pro sledované pro-

Schéma 2. Korelogram pro vybrané proménné dle mezni vzdalenosti
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Zdroj: vijpocet autorky v programu GeoDa 0.9.5-i (Beta); SLDB 2001, MOS 2001.

Pozndmka: IS — index stafi, VS — podil vysokoskolsky vzdélaného obyvatelstva,
MN - mira nezaméstnanosti, NV — nadmoiska vyska.
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Schéma 3. Morantv diagram pro nadmo¥skou vysku a miru nezaméstnanosti
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Zdroj: vijpocet autorky v programu GeoDa 0.9.5-i (Beta); MOS 2001.
Pozndmka: NV — nadmoiska vyska, MN — mira nezaméstnanosti.

ménné a pro rozdilné mezni vzdalenosti od 5 do 30km se zvolenym intervalem
2,5km.

Prabéh korelogramu pro vSechny ¢tyfi proménné potvrzuje obecny pred-
poklad, Ze mira prostorové autokorelace se se zvysujici vzdalenosti definujici pro-
storové blizké jednotky sniZuje. Mira klesani prostorové autokorelace je v tomto
piipadé piiblizné stejnd, a nelze tedy z hlediska vlivu vzdalenosti na shlukovani
blizkych hodnot sledované proménné vyznamné diferencovat. Vyjimkou je pro-
ménnd index stafi, u které neni patrny vyraznéjsi vliv vzdalenosti na hodnotu
Moranova I kritéria.

Dosud provedend analyza prostorové autokorelace vybranych promén-
nych na zdkladé vypoc¢tu Moranova I kritéria potvrdila hypotézu, Ze prostorova
data jsou charakteristickd svou prostorovou zavislosti, kdyZz byla ve vSech pfi-
padech potvrzena signifikantni pozitivni prostorova autokorelace. Jak jiz bylo
uvedeno, nejvyssi miru pozitivni prostorové autokorelace ma proménna charak-
terizujicf nadmotskou vysku obci. Tento vysledek bylo mozné vzhledem k cha-
rakteru tohoto fyzickogeografického ukazatele ocekédvat. Ve slovnim vyjddfeni
prostorové autokorelace to znamend, Ze nadmoiska vyska urcité obce indikuje,
jakou nadmoftskou vysku budou mit obce okolni. Nalezend vysoka mira shluko-
véani tedy v podstaté vypovida o existenci vyraznych prostorovych shlukt obci
s podobnymi vyskovymi poméry.

Ze socidlnich ukazateld vykazuje vyrazné vyssi pozitivni prostorovou auto-
korelaci mira nezaméstnanosti, tedy ekonomickd charakteristika komplexniho
typu. Tato skutec¢nost odpovida existenci oblasti s vysokou, ¢i naopak nizkou
mirou nezaméstnanosti, coz 1ze vy¢ist jiz z mapy znazornujici miru nezameéstna-
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Schéma 4. Kategorizace jednotek dle vysledki analyzy LISA pro vybrané proménné

nadmoiska vyska

mira nezameéstnanosti

typ prostorové autokorelace
[ ] nesignifikantni Bl vysoki-vysoka nizk4-nizké
nizké-vysoka I vysoka-nizka
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podil vysokoskolsky vzdélanych obyvatel

index staFi

Zdroj: upraveno podle [Blazek, Spurnd 2008], vijpocet v programu GeoDa 0.9.5-i (Beta); SLDB
2001, MOS 2001.
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nosti v obecnim ¢lenéni. P¥ibliZzné o polovinu méné je prostorové autokorelovana
proménna podil vysokoskolsky vzdélanych obyvatel. I u této socidlni charakte-
ristiky semi-komplexniho typu vSak miizeme hovofit o existenci vyznamnych
oblasti s koncentraci vysokoskoldkti. Divodem vyrazné mensi prostorové auto-
korelace u proménné index stafi je podminénost této demografické charakteris-
tiky elementédrniho typu nékolika protichtidnymi faktory, coz vytstuje v nizkou

miru shlukovéani podobnych hodnot.

V ndvaznosti na provedenou globdlni analyzu prostorové autokorelace
pomoci Moranova I kritéria jsou vybrané proménné analyzovany pomoci metody
LISA. Jak jiz bylo uvedeno dfive, zatimco vysledkem globélnich statistik prosto-
rové autokorelace je hodnoceni miry prostorového shlukovani v celém sledova-
ném utzemi, lokdlni statistiky umoziuji identifikovat oblasti s rozdilnym cha-
rakterem prostorové autokorelace. Pro moznost porovnani ziskanych vysledkt
bylo jednotné zvoleno vazici schéma s mezni vzdalenosti 10km, které dle vyse
provedenych analyz i zkuSenosti autorky nejlépe odpovida charakteru regional-
ni struktury Ceské republiky. Morantiv diagram pro nadmoiskou vysku a miru
nezaméstnanosti je zndzornén na schématu 3, vysledek analyzy LISA formou
kategorizace jednotek se signifikantnimi hodnotami pro vSechny ¢ty¥i proménné
na schématu 4.

Vysledky analyzy LISA zndzornéné v mapé dokladajf rozdilny charakter
prostorové autokorelace u jednotlivych proménnych a identifikuji shluky nad-
primérnych ¢ podpramérnych hodnot véetné mist s negativni autokorelaci.
Pro relativné velké tizemi Ceské republiky neni lokalni mira prostorové auto-
korelace indexu stafi a podilu vysokoskolsky vzdélanych obyvatel statisticky
vyznamna na hladiné vyznamnosti 1 %, coZ je v podstaté ve shodé s globalnim
vysledkem, tedy niZsi hodnotou Moranova I kritéria pro tyto proménné. Podil
vysokoskolsky vzdélanych obyvatel pfitom vykazuje zietelnéjsi shluky prede-
vsim nadprimérnych hodnot, tedy ,hot spots”. Analyzou LISA byly identifiko-
vany v podstaté jadra ¢i centra koncentrace vysokoskolsky vzdélaného obyva-
telstva, kterda odpovidaji nejvétsim mésttim a jejich zdzemim. V pfipadé indexu
stafi 1ze hovofit o existenci oblasti s vy$sim zastoupenim détské slozky obyvatel-
stva v pohrani¢nich oblastech. Vysledky analyzy LISA pro miru nezaméstnanosti
a nadmoftskou vysku dokladaji vazbu mezi vysokym poctem obci vykazujicich
signifikantni lokalni prostorovou autokorelaci a vysokou mirou globdalni pro-
storové autokorelace. V pfipadé miry nezaméstnanosti byly identifikovany osy
mezi Prahou a mésty Ceskeé Budéjovice, Liberec a Plzen s nizkou mirou neza-
méstnanosti a naopak problémové oblasti, jako napiiklad severni Cechy. Znazor-
néni vysledkt analyzy LISA pro nadmoiskou vysku, které ¢astecné odpovidaji
rozmisténi niZin a pohofi, kontrastuje se socidlnimi ukazateli zejména podstatné
vys$i mirou homogenity nalezenych shluki z hlediska typu prostorové autoko-
relace a jejich vétsi velikosti.
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5. Zavér

V piispévku byla z teoreticko-metodologického hlediska predstavena prostorova
autokorelace jako metoda analyzy prostorovych dat véetné ukazky konkrétnich
aplikaci. Z mnoZstvi riiznych moznosti vyuziti prostorové autokorelace je patrné,
Ze tento vSudypfitomny fenomén v prostorovych datech je dilezity nejen z obec-
né metodologického, ale také z aplika¢niho hlediska a zasluhuje velkou pozor-
nost i z hlediska interpretace ziskanych vysledki.

Meéfeni prostorové autokorelace je podstatnou soucasti analyz regionalni
diferenciace a variability, které doplituje o prostorovy rozmér. Relativné jedno-
znacné interpretovatelna prostorovd autokorela¢ni statistika podéava uréitou
informaci o prostorovém rozmisténi sledovaného jevu, pfesnéji o mife shluko-
véani jednotek vykazujicich podobné hodnoty. Z hlediska moZnosti aplikace lze
proto analyzy prostorové autokorelace vyuzit jako ndstroje pro hodnoceni stavu,
zmén a vyvoje prostorové struktury [Nezdatilova 1984b]. Nutné je poznamenat,
Ze feSeni hlavnich metodologickych problémti a vychodisek pouZiti metody
prostorové autokorelace (volba métitka analyzy, vybér prostorové vazici funkce
apod.) je samo o sobé také dulezitym vysledkem zasluhujicim pozornost. Prak-
tickou dtileZitost analyzy prostorové autokorelace 1ze dolozit na mnoha dalsich
ptikladech. Vyznamnou oblasti aplikace jsou nap¥iklad analyzy prostorové auto-
korelace regresnich rezidui, kdy jsou ziskané vysledky vyuZity pro zpfesiiova-
ni regresnich modeld. Vzhledem ke skutec¢nosti, Ze méfenim prostorové auto-
korelace v podstaté zjistujeme, do jaké miry ovliviiuje vyskyt sledovaného jevu
v uritém misté vyskyt tohoto ¢i jiného jevu v okolnich oblastech, jsou analyzy
prostorové autokorelace ¢asto soucasti pfedpovédnich vyzkumi.

V soucasné dobé je prostorové autokorelaci vénovana pozornost pfedevsim
v souvislosti s rozvojem geografickych informacnich systémti a metod lokalni
analyzy prostorovych dat. Upozornit je v tomto pfipadé nutné na klicovy pfinos
lokalni analyzy prostorové autokorelace, kterd zde byla pfedstavena na prikladu
analyzy LISA. MoZnosti, které skyta tento druh analyzy, jsou dtilezité zejména
z hlediska identifikace prostorovych odchylek a naopak oblasti podobného cha-
rakteru z hlediska zkoumaného jevu, naptiklad rozvojovych os ¢i problémovych
oblasti [Blazek, Spurnd 2008]. Za hlavni p¥inos pouziti této analyzy lze v soula-
du se sou¢asnym p¥istupem ke kvantitativni analyze prostorovych dat oznacit
jeji schopnost odhalit v datech zajimavé prostorové souvislosti, a pfinést tak dal-
$1 otazky a nové pohledy na zkoumané jevy, které by meély byt podkladem pro
zameéfeni ndsledného kvalitativniho vyzkumu.

V rdmci prostorovych analyz existuje v soucasnosti spousta otdzek a vyzev,
kterym by méla byt vénovédna pozornost. Jednd se zejména pravé o vyvoj metod
lokélni analyzy, které piesnéji reflektuji vztahy odehravajici se v prostoru a umoz-
nuji zodpovézeni novych vyzkumnych otdzek. Potfebna je Sirsi aplikace nové
vznikajicich metod umoziujici hlubsi porozumeéni jejich moZznostem a omeze-
nim, kterd bude jisté také nepfimo slouzit ke zvySenému zdjmu o tyto metody
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a muZe inspirovat dalsi vyzkumy. DileZitou podminkou nutnou k obecnému
rozsifeni novéjsich kvantitativnich metod a postupt je v neposledni fadé dostup-
nost potfebného softwarového vybaveni, bez néhoz si jiZ v dnesni dobé nelze
predstavit vyuziti jakékoliv sofistikovanéjsi kvantitativni metody. Doufdm, Ze
prispévek pfispé&je v tomto ohledu k vy$simu povédomi o vyznamném aspektu
souvisejicim s analyzou prostorovych dat a o moznostech, které skytd analyza

prostorové autokorelace.
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